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Abstract: - IoT or Internet of Things is a phrase coined to 

define a system of interrelated physical devices embedded 

with sensors and network connectivity that enable them to 

collect process and exchange data. “Things” in IoT can refer 

to a wide variety of devices like heart monitoring implants, 

weather monitoring sensors, biochip transponders, home 

appliances connected to the internet, automobiles with sensors 

or any other object with an IP address assigned to it and the 

ability to transfer data over a network. The convergence of 

wireless technologies, micro- electromechanical systems and 

the internet has broken down the wall between operational 

technology and information technology allowing unstructured 

data generated by machines to be transmitted over a network 

and then analyzed.  

 The major challenge of IoT is energy management, 

because all the devices, network and applications are operated 

based on energy. Routing is one of the main problems in 

WSNs and many solutions have been developed to address 

this problem. Ensuring efficient routing faces many challenges 

due to both wireless communication effects and the 

peculiarities of sensor networks. In this paper, a new approach 

of routing scheme is used to avoid the energy wastage and it is 

consumed and harvested by the proposed technique. 
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1. CONCEPT OF IoT 

 The term “Internet of Things” (IoT) was first used in 

1999 by British technology pioneer Kevin Ashton to describe 

a system in which objects in the physical world could be 

connected to the Internet by sensors. Ashton coined the term 

to illustrate the power of connecting Radio-Frequency 

Identification (RFID) used in corporate supply chains to the 

Internet in order to count and track goods without the need for 

human intervention. Today, the Internet of Things has become 

a popular term for describing scenarios in which Internet 

connectivity and computing capability extend to a variety of 

objects, devices, sensors, and everyday items. 

 While the term “Internet of Things” is relatively new, 

the concept of combining computers and networks to monitor 

and control devices has been around for decades. By the late 

1970s, for example, systems for remotely monitoring meters 

on the electrical grid via telephone lines were already in 

commercial use. In the 1990s, advances in wireless technology 

allowed “machine–to–machine” (M2M) enterprise and 

industrial solutions for equipment monitoring and operation to 

become widespread. Many of these early M2M solutions, 

however, were based on closed purpose–built networks and 

proprietary or industry–specific standards,15 rather than on 

Internet Protocol (IP)–based networks and Internet standards. 

 IoT should have the capability to connect and transfer 

data among billions and trillions of devices. For this to happen 

seamlessly, it is critical to have a layered architecture in place. 

The architecture should be highly scalable and flexible to 

accommodate the wide gamut of components and technologies 

that form a part of the IoT ecosystem. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: - Layered architecture of IoT 

  

Objects layer, also known as devices layer, comprises the 

physical devices that are used to collect and process 

information from the IoT ecosystem. Physical devices include 

different types of sensors such as those that are typically based 

on micro-electromechanical systems (MEMS) technology. 

Sensors could be optical sensors, light sensors, gesture and 

proximity sensors, touch and fingerprint sensors, pressure 

sensors, and more. 
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 Object abstraction layer transfers data that are 

collected from objects to service management layer using 

secure transmission channels. Data transmission can happen 

using any of the following technologies like, RFID, 3G, GSM, 

UMTS, Wi-Fi, Bluetooth low energy, Infrared, ZigBee. 

Specialized processes for handling functions such as cloud 

computing and data management are also present in this layer. 

 The service management layer acts as middleware 

for the IoT ecosystem. This layer pairs specific services to its 

requester based on addresses and names. This layer provides 

flexibility to the IoT programmers to work on different types 

of heterogeneous objects irrespective of their platforms. This 

layer also processes the data that are received from the object 

abstraction layer. After data processing, necessary decisions 

are taken about the delivery of required services, which are 

then done over network wire protocols. 

 Application layer provides the diverse kinds of 

services requested by the customer. The type of service 

requested by the customer depends on the specific use case 

that is adopted by the customer.  Business layer performs 

the overall management of all IoT activities and services. This 

layer uses the data that are received from the network layer to 

build various components such as business models, graphs, 

and flowcharts. This layer also has the responsibility to design, 

analyze, implement, evaluate, and monitor the requirements of 

the IoT system. This layer has the capability to use big data 

analysis to support decision-making activities. This layer also 

performs a comparison of obtained versus expected outputs to 

enhance the quality of services. 
 

2. IoT COMMUNICATION MODELS 

 Networking and communications models for smart 

objects include those where exchanged data does not traverse 

the Internet or an IP-based network. 

 From an operational perspective, it is useful to think 

about how IoT devices connect and communicate in terms of 

their technical communication models. The Internet 

Architecture Board (IAB) released a guiding architectural 

document for networking of smart objects (RFC 7452),39 

which outlines a framework of four common communication 

models used by IoT devices. The discussion below presents 

this framework and explains key characteristics of each model 

in the framework. 

 

2.1. Device –to-Device Communication 

 The device-to-device communication model 

represents two or more devices that directly connect and 

communicate between one another, rather than through an 

intermediary application server. These devices communicate 

over many types of networks, including IP networks or the 

Internet. Often, however these devices use protocols like 

Bluetooth, Z-Wave, and ZigBee to establish direct device-to-

device communications 

 These device-to-device networks allow devices that 

adhere to a particular communication protocol to communicate 

and exchange messages to achieve their function. This 

communication model is commonly used in applications like 

home automation systems, which typically use small data 

packets of information to communicate between devices with 

relatively low data rate requirements. 

 

2.2. Device-to-Cloud Communications 

 In a device-to-cloud communication model, the IoT 

device connects directly to an Internet cloud service like an 

application service provider to exchange data and control 

message traffic. This approach frequently takes advantage of 

existing communications mechanisms like traditional wired 

Ethernet or Wi-Fi connections to establish a connection 

between the device and the IP network, which ultimately 

connects to the cloud service. 

 

2.3. Device-to-Gateway Model 

 In the device-to-gateway model, or more typically, 

the device-to-application-layer gateway (ALG) model, the IoT 

device connects through an ALG service as a conduit to reach 

a cloud service. In simpler terms, this means that there is 

application software operating on a local gateway device, 

which acts as an intermediary between the device and the 

cloud service and provides security and other functionality 

such as data or protocol translation. 

 The other form of this device-to-gateway model is 

the emergence of “hub” devices in home automation 

applications. These are devices that serve as a local gateway 

between individual IoT devices and a cloud service, but they 

can also bridge the interoperability gap between devices 

themselves. 

 

2.4. Back-end Data-Sharing Model 

 The back-end data-sharing model refers to a 

communication architecture that enables users to export and 

analyze smart object data from a cloud service in combination 

with data from other sources. This architecture supports “the 

[user’s] desire for granting access to the uploaded sensor data 

to third parties”. This approach is an extension of the single 

device-to-cloud communication model, which can lead to data 

silos where “IoT devices upload data only to a single 

application service provider’’. A back-end sharing architecture 

allows the data collected from single IoT device data streams 

to be aggregated and analyzed. 

 The back-end data-sharing model suggests a 

federated cloud services approach or cloud applications 

programmer interfaces (APIs) are needed to achieve 

interoperability of smart device data hosted in the cloud. 

 The four basic communication models demonstrate 

the underlying design strategies used to allow IoT devices to 

communicate. Aside from some technical considerations, the 

use of these models is largely influenced by the open versus 

proprietary nature of the IoT devices being networked. And in 

the case of the device-to-gateway model, its primary feature is 

its ability to overcome proprietary device restrictions in 

connecting IoT devices. This means that device 

interoperability and open standards are key considerations in 

the design and development of internetworked IoT systems. 

From a general user perspective, these communication models 

help illustrate the ability of networked devices to add value to 

the end user. By enabling the user to achieve better access to 
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an IoT device and its data, the overall value of the device is 

amplified. 

 

3. IoT ARCHITECTURES 

 The building blocks of IoT are sensory devices, 

remote service invocation, communication networks, and 

context-aware processing of events; these have been around 

for many years. However, what IoT tries to picture is a unified 

network of smart objects and human beings responsible for 

operating them (if needed), who are capable of universally and 

ubiquitously communicating with each other. 

 When talking about a distributed environment, 

interconnectivity among entities is a critical requirement, and 

IoT is a good example. A holistic system architecture for IoT 

needs to guarantee flawless operation of its components 

(reliability is considered as the most import design factor in 

IoT) and link the physical and virtual realms together. To 

achieve this, careful consideration is needed in designing 

failure recovery and scalability. Additionally, since mobility 

and dynamic change of location has become an integral part of 

IoT systems with the widespread use of smart phones, state-

of-the-art architectures need to have a certain level of 

adaptability to properly handle dynamic interactions within the 

whole ecosystem.  

 

 
Figure 2: - Architecture of IoT 

 

Different service and presentation layers are shown in this 

architecture. Service layers include event processing and 

analytics, resource management and service discovery, as well 

as message aggregation and Enterprise Service Bus (ESB) 

services built on top of communication and physical layers. 

API management, which is essential for defining and sharing 

system services and web-based dashboards (or equivalent 

Smartphone applications) for managing and accessing these 

APIs, are also included in the architecture.  

 Due to the importance of device management, 

security and privacy enforcement in different layers, and the 

ability to uniquely identify objects and control their access 

level, these components are prestressed independently in this 

architecture. 

 

3.1. SOA Based Architecture 

 In IoT, service-oriented architecture (SOA) might be 

imperative for the service providers and users.  SOA ensures 

the interoperability among the heterogeneous devices. SOA 

consisting of four layers, with distinguished functionalities as 

follows: 

Sensing layer is integrated with available hardware objects to 

sense the status of things 

Network layer is the infrastructure to support over wireless or 

wired connections among things. 

Service layer is to create and manage services required by 

users or applications 

Interfaces layer consists of the interaction methods with users 

or applications. 

 Generally, in such architecture a complex system is 

divided into subsystems that are loosely coupled and can be 

reused later (modular decomposability feature), hence 

providing an easy way to maintain the whole system by taking 

care of its individual components. This can ensure that in the 

case of a component failure the rest of the system 

(components) can still operate normally. 

 SOA has been intensively used in WSN, due to its 

appropriate level of abstraction and advantages pertaining to 

its modular design. 

 

3.2. API-Oriented Architecture 

 APIs for IoT applications helps the service provider 

attract more customers while focusing on the functionality of 

their products rather than on presentation. In addition, it is 

easier to enable multitenancy by the security features of 

modern Web APIs such as OAuth, APIs which indeed are 

capable of boosting an organization’s service exposition and 

commercialization. It also provides more efficient service 

monitoring and pricing tools than previous service-oriented 

approaches. 

 

3.3. Communication Protocols 

 Seamless connectivity is a key requirement for IoT. 

Network-communication speed, reliability, and connection 

durability will impact the overall IoT experience. 
 

 
Figure 3: - IoT Communication Protocols 
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3.3.1. Network Layer 

 Based on the device’s specification (memory, CPU, 

storage, battery life), the communication means and 

protocols vary. However, the commonly used communication 

protocols and standards are listed below: 

• RFID  

• IEEE 802.11  

• Low-power Wireless Personal Area Networks (6LoWPAN) 

standards by IEFT 

• M2M protocols such as MQTT and CoAP 

• IP layer technologies, such as IPv4, IPv6, etc. 

 

3.3.2. Transport and Application Layer 

 Segmentation and poor coherency level, which are 

results of pushes from individual companies to maximize their 

market share and revenue, has made developing IoT 

applications cumbersome. Universal applications that require 

one-time coding and can be executed on multiple devices are 

the most efficient. 

Protocols in IoT can be classified into three categories: 

general-purpose protocols like IP and SNMP that have been 

around for many years and are vastly used to manage, 

monitor, configure network devices, and establish 

communication links; 

lightweight protocols such as CoAP that have been developed 

to meet the requirements of constrained devices with tiny 

hardware and limited resources; 

device- or vendor-specific protocols and APIs that usually 

require a certain build environment and toolset. 

 Selecting the right protocols at the development 

phase can be challenging and complex, as factors such as 

future support, ease of implementation, and universal 

accessibility have to be considered. 

 Additionally, thinking of other aspects that will affect 

the final deployment and execution, like required level of 

security and performance, will add to the sophistication of the 

protocol-selection stage. 

 

4. EXISTING SYSTEM & ITS DIFFICULTIES 

 The nodes have wireless connectivity and harvest 

energy from ambient energy sources. The data sink is powered 

by an unlimited energy supply. In this model, the nodes can be 

either a sensor or a router. As a sensor node, it generates a data 

packet to transmit to the sink, and as a router it forwards the 

packet to the sink via the links that connect sensors and 

routers. 

 A sensor can operate as a router to assist other 

sensors in forwarding packets to the sink. In this work, we 

consider three typical renewable energy sources, such as: 

solar, vibration (e.g, moving vehicles) and RF radiation. All 

nodes can harvest energy from one of these sources with 

different arrival energy harvesting rates.  

 To manage the incoming energy, we consider the 

harvest store-use protocol that allows a node to store 

electricity energy. If the harvested energy is higher than the 

node’s energy consumption, the excess energy will be stored 

for later use. 

 
Figure 4: - Existing System Node Configuration 

 

 In order to design an effective routing protocol, it is 

necessary to determine the energy consumed by each node to 

process a packet. This energy consists of the energy required 

to transmit, receive or forward the packet on the selected path. 

In addition, the node has to expend energy to listen for an 

arrival packet or wait for an incoming event. In the IEEE 

802.15.4-based WSNs, the media access control (MAC) sub 

layer will control nodes to enter into these above operating 

modes. 

 The energy harvesting activity can be treated as a 

stochastic process due to the random nature of ambient energy 

sources. Assume that the energy harvesting process is 

independent of the four operating modes (e.g., transmitting, 

receiving, idle-listening and sleeping) of the nodes. To 

improve the knowledge of the arrival energy in the harvesting 

process, it is necessary to develop an energy prediction model. 

In this work, we adopt the prediction model based on a 

standard Kalman filter (KF) [18]. The Kalman filter is a 

recursive algorithm that uses only the estimated state from the 

previous time step and the current measurement are needed to 

compute the estimate for the current state. It minimizes the 

mean square of the estimation error under white noise.  

 The main disadvantages of the existing system are 

summarized as follows: 

We jointly address the issues of EE and QoS for IoT 

applications by developing an energy-harvesting aware 

routing protocol that is operated at the network layer of IEEE 

802.15.4-based networks. The proposed algorithm can adapt 

to the varying traffic load from the IoT applications, the 

residual energy and the arrival harvesting energy at sensor 

nodes, 

We propose an energy prediction model for the arrival 

harvested energy at the sensor nodes. The stochastic 

characteristics of the ambient energy sources are taken into 

account in the model, 

We introduce a new parameter termed as ‘extra backoff’, 

which can be integrated into the proposed routing algorithm. 

Based on a combination of the ‘extra backoff’ and the energy 

prediction process, we define the cost metric which can be 

used to build the routing table and to select the best routes for 

packet forwarding. 

 

5. PROPOSED SYSTEM & ITS CONTRIBUTION 

 An adaptive scheduling algorithm is evaluated. The 

work combines the topology and routing improvements with 

management, synchronization and scheduling techniques.  

https://ijrset.in/index.php/ijrset/issue/view/92


ISSN 2394-739X 

IJRSET AUGUST Volume 11 Issue 8 

5 

 

In an appropriate routing scheme, a lot of random depletion 

schemes of wireless sensors are reduced and partitioned into 

grid layouts. In [9] the authors propose a direct grid topology 

from the source node to the sink node. The sensor network is 

divided in grid subnets where the transmitter node is selected 

according to its dependencies on a certain cost parameter that 

includes the distance to the location of the ideal grid node and 

the residual power. In [10] a non-uniform grid-based 

coordinated routing design is presented. Here are used 

different types of partitioned square shaped grids that divide 

the sensor network. A load balancing with respect to the 

residual energy is also implemented. 

Some studies are made on a classic grid topology where the 

nodes are arranged on an array layout and all of them 

participate to route data. In [11] a comparison between four 

routing algorithms for grid topologies is presented. A similar 

topology is proposed in this paper but the data is transmitted 

accordingly with the residual energy of the nodes.  

The routes are structured on an adaptive format, considering 

the leveling of energy spent. It is also studied the influence on 

the network lifetime of the sink position in a grid WSN. In 

addition, by taking into account a certain degree of spatial and 

temporal correlation, a data aggregation technique was 

proposed in order to increase the network lifetime. 

We are interested to study a deployment of the wireless sensor 

nodes in a situation where the nodes respect the places of an 

array. They are placed manually at certain locations where the 

distance between two neighboring nodes is the same (d). The 

sensor network has a MXN dimension and is similar with the 

one presented in Fig. 1. Each sensor is identified by its bi-

dimensional coordinates, (i, j), where i represents the 

horizontal index of the sensor with values between 0, M-1 and 

j represents the vertical index of the sensor taking values 

between 0, N-1.  

For the simplicity of the presentation we choose to select the 

network sink at the point (0,0). The sink also acts like a sensor 

and it has unlimited energy. Each node placed in the interior 

of the grid has 4 neighbors: two high neighbors, node (i, j + 1) 

and node (i + 1, j), and two low neighbors, node (i - 1, j) and 

node (i, j – 1). The nodes located on the edge of the grid can 

have two or three neighbors. A node can transmit only through 

the smallest paths, to his low neighbors (Fig. 5). This way the 

nodes closer to the sink are more used because they transmit 

all the data from behind. 

 

In a grid WSN the nodes closer to the sink 

spent the most amount of energy. It is considered 

that the network lifetime is the same with the 

lifetime of the first node that dies. Assuming ideal 

conditions where all the data packets have equal 

sizes and the transmission is without error, in order 

to balance the data traffic and to maximize the 

lifetime of the network, the nodes that have two 

options in transmitting will choose alternate 

destination. 
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