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ABSTRACT: Amazon Virtual Private Cloud  lets you 

create a secure, private network utilising Amazon VPC. 

Using AWS' scalable architecture, this virtual network is 

almost identical to one you would find in your own data 

centre. To create, access, and manage VPCs, you may 

make use of any of the following APIs: Using the AWS 

Management Console, you may manage your virtual 

private networks . Using the CLI, you may access all of 

AWS's services, including VPC. Many of the complexities 

of a connection, such as calculating signatures, retrying 

requests, and fixing issues, are handled by the AWS SDKs. 

As the name suggests, the Query API is designed for 

accessing low-level API operations through HTTPS 

requests. Since  VPC can only be accessed via its own 

application, low-level tasks like generating the hash for 

signing the request and handling errors must be handled by 

your programme. A wide range of VPC concepts were 

addressed in this article, including the creation of a VPC, 

as well as subnets, routes, security groups, and gateways. 

 

Keywords: [VPC,gateway,Aws.] 

 

1. INTRODUCTION 

EC2's networking layer, Amazon VPC, may be used to 

create a virtual network in an AWS region. It is possible to 

create a subnet, set up a route table and network gateways 

in a virtual private cloud. As long as your virtual private 

networks don't overlap or share the same IP address space, 

you may construct many virtual private networks in the 

same location. In order to take use of AWS resources, 

you'll need to create an instance in your VPC. 

When creating a VPC, use a CIDR block like 10.0.0.0/16 

to construct an IPv4 address range. Amazon VPC favours 

CIDR over other IPv4 address ranges. Amazon won't 

divulge its network. Use a globally unique IPv4 address to 

link your AWS Cloud services with Internet endpoints to 

the Internet. The original IPv4 address range of a VPC 

cannot be modified. /16 (65,536) is OK as long as it does 

not overlap with any other network linked to the VPC (16 

addresses). 

You have the option of assigning an IPv6 address range to 

your VPC if you so want. Amazon has allocated your VPC 

an IPv6 address range of 56 

(4,722,366,482,869,645,213,696). There is a GUA address 

space for Amazon's IPv6 addresses. These IPv6 addresses 

are public since Amazon welcomes GUAs on the internet. 

If your VPC is equipped with an Internet gateway, you 

may connect to the internet. Individual stack mode is 

supported by your virtual private server (VPS). Using IPv4 

or IPv6, your VPC's resources may interact with one other. 

A dual-stack Amazon VPC supports both IPv4 and IPv6. 

The routing and security components of your VPC must be 

configured for each address family separately. 

Each Availability Zone has a default subnet created for 

each AWS account as a convenience for the first time user 

of Amazon VPC. 172.31.0.0/16 will be the VPC's CIDR 

block. IPv6 is not supported in the default VPC. Two 

subnet switch address ranges (10.0.1.0/24) are shown in 

Figure2.1 in separate Availability Zones, as well as a route 

table with the local route setup for the VPC's 10.0.0.0/16 

address space. 

Subnets are the collective term for all of the virtual private 

network segments (VPCs) included inside a single 

Availability Zone. Whereas only one Availability Zone 

may be traversed by a subnet in any given area, a VPC can 

traverse numerous. Each Availability Zone may have one 

or more subnets. To construct a subnet, you'll need an IPv4 

address range from your VPC's CIDR block. Your Amazon 

account specifies one or more subnets for EC2 resources, 

such as Amazon Relational Database Service . The CIDR 

range of the VPC IPv4 addresses determines the maximum 

subnet size. The smallest possible subnetwork is a /28. . 

There is no limit to the number of Availability Zone 

subnets you may build. The first four AWS subnets each 

have a set of reserved IPv4 addresses. 

A preexisting subnet in your Amazon VPC may be paired 

with an IPv6 CIDR block. 

CIDR ranges assigned from the VPC's/56CIDR block are 

used for each IPv6 subnet. 

A subnet identifier, which is the last eight bits of the IPv6 

prefix, is something you have influence over when setting 

up an IPv6 address range. 

As previously mentioned, each subnet in a VPC has an 

implicit router in place. A subnet's next hop gateway is the 

implicit router. routing options may be controlled by the 

entries in a route table. Routing rules may be defined in 

custom route tables. Several subnets may be connected to a 

single route table. Your VPC's "primary" route table may 
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also be changed. The main route table is used by all 

subnets that lack a specialised route table. There is a 

certain place you want to go to at the end of each path. For 

VPC gateway end points, your route tables' destinations are 

CIDR blocks or prefix lists. Virtual private gateways, VPC 

gateway endpoints, VPC peers, and elastic network 

interfaces may all be included in your route table. Your 

VPC's IPv4 and IPv6 CIDR blocks are listed in the route 

tables. For the specified CIDR ranges, every route table 

aims to be "Local". It's difficult to add a local route to the 

route database. As a result, your VPC's resources will 

always be connected. Route priority is used to decide the 

next hop destination when a packet is received. static and 

dynamic routes in one database. VPC's CIDR block route 

stays inside the VPC. Routes that are specified explicitly 

have a fixed starting point and end point. A VGW is 

responsible for propagating dynamic routes. You should 

keep in mind that Amazon VPC runs IPv6 in dual stack 

mode, which means that both the IPv4 and IPv6 routing 

evaluations are carried out independently.. 

Each resource in your VPC has its own individual IP 

address. IPv4/IPv6 compatibility is built into every service 

from Amazon. Amazon EC2 and Amazon VPC, among 

other services, need IPv4 addresses. An IPv4 CIDR block 

must be specified when building a VPC. For instance 

information and Amazon's DNS server, IPv4 is necessary. 

IPv4 CIDR blocks that you allocate to your VPC 

regardless of whether they can be routed over the Internet 

are known as private IPv4 address ranges. Using public 

IPv4 addresses, you may connect your instance to the 

internet or to other AWS Cloud services with public 

endpoints. There are several methods for allocating IPv4 

addresses to the public at large. CIDR blocks of IPv6 

addresses may be allocated to your VPC's resources. IPv6 

addresses are available to the general public. IPv6 

addresses may be obtained in a number of ways. Amazon 

EC2 instances can be provisioned with IPv6 addresses, 

which are discussed in this section. 

 

IPV4 

Your VPC comes with both private and public IPv4 

addresses, which you may use. The CIDR block of your 

VPC is used to assign private IP addresses. Upon launch, 

either an automatic or manual address assignment may be 

made. A public pool of routable IPv4 addresses is 

maintained by Amazon. IPv4 Elastic IP addresses are used 

to assign an instance's public IPv4 addresses either 

automatically at launch or dynamically. 

When a new  EC2 instance is created, an IPv4 private 

address is assigned to it automatically. It is possible to 

provide any unused private IP within the range of the 

destination network address. Amazon gives a private IP 

address from the subnet's address pool if no IP address is 

supplied at the start. Once the main interface is shut down, 

The interface retains its private IP address. Amazon EC2 

instances may have additional network interfaces and IP 

addresses assigned to them. (described later in this 

chapter). Network interfaces with private IP addresses are 

kept until they are removed. 

Public IPv4 addresses for Amazon EC2 instances may be 

obtained either automatically or dynamically. In a VPC 

subnet, network interfaces may be configured to get public 

IPv4 addresses automatically or not. This option allows 

you to control whether or not public IPv4 addresses are 

automatically assigned. 

 

IP v6 

IPv6 uses a wide range of addresses for its protocol. LLAs 

and GUAs are important to know for the exam. LLAs are 

reserved IPv6 CIDR addresses with a fe80::/10 prefix. 

DHCPv6 and Neighbor Discovery Protocol both need an 

on-link address called the LLA. IPv6's address-resolution 

protocol, if you will. 

Your VPC's LLA gives you access to the VPC's implicit 

router. By default, Amazon VPC uses the EUI-64 format 

for LLAs, therefore the 48-bit MAC address is translated 

into a 64-bit interface ID. FF:FE is appended to the address 

to demonstrate that the seventh significant bit has been 

flipped in Figure 2.4. The LLA will have an effect on the 

connection or VPC subnet linked to the elastic network 

interface. A GUA provides LLA packet processing to the 

elastic network interface. 

 

Security groups 

This kind of stateful virtual firewall controls the flow of 

data between EC2 instances and Amazon Web Services 

services. Each Amazon EC2 instance has its own security 

group. This means that if no security group is specified 

when the instance launches, it will be launched using the 

VPC's default security group. 

Security groups that have not been changed are allowed to 

communicate with one other and with all outbound traffic, 

but other traffic is implicitly blocked by default. A security 

group's regulations may be altered, but the default security 

group cannot be removed. Table 2 displays the default 

security group settings. 

 

Network Acl 

It serves as a stateless firewall at the network subnet level. 

The lowest-numbered rule in an AWS network ACL is 

checked first to see whether traffic is allowed into or out of 

any subnet linked to the AWS network ACL. There is no 

way to change the final deny-all rule in the ACL for each 

network. In a VPC, each subnet has a re-configurable 

default access control list (ACL). The default network 

ACL for IPv4 allows all traffic in and out. Incoming and 

outgoing traffic is blocked by default when configuring a 

custom network ACL, unless additional rules are added to 

enable it. You may utilise network ACLs, which do not 

filter traffic across subnet borders, to provide an additional 

layer of security to your VPC by setting up rules identical 

to those in your security groups. Each subnet must have an 

ACL connected to the network. Adding an IPv6 CIDR 

block to your VPC will enable all IPv6 traffic, including 

inbound and outbound. 

Internet gateways are Amazon VPC components that let 

instances in your VPC communicate with the outside 

world. Scalable horizontally and very redundant. Your 
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VPC route tables include an Internet gateway as a target 

for traffic that may be routed to and from the Internet. 

An IPv4 Elastic IP address may be used to assign a public 

IPv4 address to an Amazon EC2 instance either 

automatically or dynamically. The Internet gateway maps 

the instance's private IPv4 address to the instance's public 

IPv4 address. Using an Internet gateway, a virtual private 

network (VPC) converts traffic from an instance's public 

IPv4 address to the instance's private IPv4. 

Due to Amazon's GUA bans, Amazon EC2 instances 

inside a VPC have public IPv6 addresses. When 

communicating with the Internet, the source IPv6 address 

remains constant. When an Amazon EC2 target instance 

gets traffic from the internet, it sends it to the GUA. 

Perform the following steps to set up an Internet-accessible 

public subnet: 

Connect your virtual private network to the Internet by 

setting up an Internet gateway (VPC). 

Set up a route in a subnet route table to send non-local 

traffic to the Internet gateway (0.0.0.0/0 or::/0). 

Allowing traffic in and out of your network is as simple as 

configuring the ACLs and security group rules. 

To connect an EC2 instance to the Internet, perform these 

steps: 

Elastic IP addresses or public IPv4 addresses may be 

assigned. 

Assign a GUA for IPv6. 

Either a single IP address or a range of IP addresses may 

be specified as the default route. This might be done for 

example, outside of AWS, by configuring a route that only 

includes your company's public IP addresses. 

As shown in Figure 2.5, there is a 10.0.0.16 CIDR IP 

version, as well as 10.0.0.24 subnets and an EC2 instance 

with Elastic IP addresses. The default route or a local route 

should transport non-VPC traffic to the Internet gateway 

(igw-id). When using public IPv4 addresses, such as 

198.51.100.2, data may flow in both directions. 

 

NAT INSTANCE 

For example, NAT instances are Amazon Linux AMIs that 

accept traffic from private subnets, convert it to private 

subnet IPv4 addresses, and route it to the Internet gateway 

for one-to-one NAT. Forwarded traffic from the Internet is 

returned to the right instance in the private subnet using 

NAT's translation table. 

For private subnet instances to be able to access Internet 

resources through the Internet gateway, the NAT instance 

must be built. 

The needed Internet ports, protocols, and IP addresses 

should be specified in an outbound rule set for the NAT 

instance. 

Set up an Amazon Linux NAT AMI instance on a public 

subnet with the NAT security group linked to it. 

The NAT instance's Source/Destination Check attribute 

should be disabled.. 

Create an Elastic IP address and connect it to the instance 

of NAT if your NAT instance was not started with a 

publicly accessible IPv4 address. 

Direct all Internet traffic to the NAT server using the 

private subnet's routing table (for example, i-1a2b3c4d). 

Outgoing Internet communication may be sent from 

private subnets, but incoming traffic from the Internet 

cannot be received. 

 

VPC 

AWS services may be launched into a virtual network that 

has been created by you using the Amazon VPC. If you 

maintain your own data centre network, it's very much like 

this, but with the extra bonus of being able to take use of 

AWS's scalable architecture. 

Your virtual private cloud (VPC) may be created and 

managed using any of the following APIs: 

Manage and access your virtual private clouds using the 

AWS Management Console (VPCs). 

On Windows, Mac OS X, and Linux, the AWS CLI can be 

used to access a wide range of AWS services, including 

Amazon VPC. You may find out more about the AWS 

Command Line Interface by going to the website dedicated 

to it. 

AWS SDKs manage many connection aspects, like 

calculating signatures, retrying requests, and problem 

resolution, in addition to language APIs. There is more 

information on AWS SDKs. 

Here, you'll discover low-level API operations that may be 

accessed through HTTPS requests. However, even though 

the Query API is the quickest and easiest way to get into an 

Amazon VPC, it requires your application to handle low-

level aspects such as signing the request and resolving 

errors. The Amazon VPC activities section of the Amazon 

EC2 API Reference provides further information. 

If you want, you may pay usage-based charges for optional 

VPC capabilities in addition to the standard fee of creating 

and using an VPC. Tools and services from AWS enable 

you to customise your Amazon Virtual Private Cloud's 

connectivity, monitoring, and security. For a detailed 

breakdown of prices, please see the table below. 

However, the stated fees for these resources, including data 

transmission costs, apply to other Amazon Web Services 

solutions as well, such as Amazon Elastic Compute Cloud 

(Amazon EC2)... The price of the optional hardware virtual 

private network (VPN) connection is depending on the 

number of hours the VPN connection is operational in your 

virtual private cloud (VPC) (the amount of time you have a 

VPN connection in the "available" state). You will be 

charged for the whole hour, even if you just utilise a 

portion of it. Data transmitted over VPN connections will 

be billed at the normal AWS Data Transfer rates. 

 

VPC Creation 

Vpc creation (number nine). Open a web browser and sign 

into your AWS account. 

10. Now go to AWS services and choose Virtual Private 

Cloud (VPC). 

11. Once again, choose VPC to establish a Virtual private 

cloud. 

12. Next, choose Create VPC from the drop-down menu. 

13. Enter the name of your virtual private network (VPC). 
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14. Assign your IP range at this point. 

15. Now, choose Create VPC from the drop-down menu. 

16. Congratulations, your VPC has been successfully built. 

Step 1: Log in to the AWS administration interface and go 

to the VPC section, where you will pick Subnets and then 

Create Subnet. 

Step 2: Provide a name for the subnetwork. 

Step 3: Select the Virtual Private Cloud (VPC) that you 

built previously. 

Availability Zone should be the same as the previous 

Availability Zone. Step 4: 

To complete the IPv4 CIDR block, insert a valid IP address 

such as 10.0.0.0/16 in the box provided. 

Step 6: Click on the Create button. 

Creation of an internet gateway for public subnets is the 

seventh and last step. 

In order to do this: 

1. Navigate to VPC and then click on the internet gateway 

link in the left-hand navigation bar. 

2. Next, choose Create Internet gateway from the drop-

down menu. 

3. Provide a name for the internet gateway that will be 

used. 

4. Finally, key and value are optional, but you may provide 

them if you like. 

5. Then click on the Create button. 

 

VPC  

Open a web browser and sign into your AWS account. 

 
 

2. Now go to AWS services and choose Virtual Private 

Cloud (VPC). 

 
 

3. Again, click on VPC to begin the process of creating a 

Virtual private cloud. 

 
 

4. Now, choose Create VPC from the drop-down menu. 

 
 

5. Enter the name of your virtual private cloud (VPC). 
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6. At this point, you may allocate your IP image 

 

7. Now, choose Create VPC from the drop-down menu. 

 
 

8. Congratulations, your VPC has been successfully built. 

 
 

 

 
Create public and private subnet using route table. 

Step 1: Log in to the AWS administration interface and go 

to the VPC section, where you will pick Subnets and then 

Create Subnet. 

Step 2: Provide a name for the subnetwork. 
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Step 3: Select the Virtual Private Cloud (VPC) that you 

built previously. 

step 4:Availability Zone should be the same as the 

previous Availability Zone. Step 4: 

step 5:To complete the IPv4 CIDR block, insert a valid IP 

address such as 10.0.0.0/16 in the box provided. 

Step 6: Click on the Create button. 

 
step 7:Creation of an internet gateway for public subnets is 

the seventh and last step. 

In order to do this: 

1. Navigate to VPC and then click on the internet gateway 

link in the left-hand navigation bar. 

2. Next, choose Create Internet gateway from the drop-

down menu. 

3. Provide a name for the internet gateway that will be 

used. 

4. Finally, key and value are optional, but you may provide 

them if you like. 

5. Then click on the Create button. 

 
Step 8: create a route table, go to VPC notification bar 

select route table and click on create route table give the 

details and create it.  
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Step 9: Select Edit Routes from the drop-down menu and 

connect it to the internet gateway. 

 
Step 10: Select "Save Routes" from the drop-down menu 

 
 

Step 11: Associate the route table with the subnet by 

selecting route table, then clicking on subnet associations, 

then clicking on modify associations, after which selecting 

the subnet and saving the configuration. 

 
We can now construct our public subnet in the same way. 

For private subnet 

Step 1: Create a private subnet in the same manner as 

described earlier. 

 
 

Step 2: Create a second route table in the same manner. 

 
Step 3: Assign the route table to the appropriate subnet. 
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Finally 

 
Configure security group and NACL 

Step 1: Log in to the AWS administration interface and 

then pick VPC from the services menu. 

Step 2: Open VPC and then choose Security Groups from 

the menu bar. 

Creating a Security Group is the third step. 

Step 4: Give the security group a name and then offer a 

brief explanation of what it does. 

Step 5: Using the VPC Choose the ID of your virtual 

private cloud (VPC). 

Step 6: You may either add or delete a tag.If you want you 

can give key and value, and add a tag or remove a tag. 

 

 

 

Step 1: Log into the Amazon Management Console and 

pick Virtual Private Cloud (VPC). 

step 2: Using the navigation pane, choose Network ACLs 

as the second step. 

Step 3: Select Create Network ACL from the drop-down 

menu. 

step 4: The Create Network ACL dialogue box allows you 

to give your network ACL a name if you choose, and pick 

the ID of your VPC from the VPC list in Step 4. 

Step 5: Select Yes, Create from the drop-down menu. 

Step 6: Select Subnet Associations to link the subnets to 

the network Access Control List (ACL). 

Step 7: Make changes to the Inbound Rules. 

 
 

 
Algorithm 

Vpc creation 

9.   Go to a browser and login to AWS account. 

10.  Now go to AWS services  and click on VPC. 

11.  Again Click on VPC to create a Virtual private cloud. 

12.  Now click on create VPC. 

13.  Write your VPC name. 

14.   Now assign your ip range. 

15.   Now click on create VPC. 

16.  Now your VPC created successfully. 
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Create public and private subnet using route table. 

Step 1: Log in to the AWS administration interface and go 

to the VPC section. Select Subnets and then Create Subnet 

from the drop-down menu. 

Step 2: Provide a name for the subnetwork. 

Step 3: Select the Virtual Private Cloud (VPC) that you 

built previously. 

step 4:Availability Zone should be the same as the 

previous Availability Zone.  

step 5:To complete the IPv4 CIDR block, insert a valid IP 

address such as 10.0.0.0/16 in the box provided. 

Step 6: Click on the Create button. 

step 7:Creation of an internet gateway for public subnets is 

the seventh and last step. 

 

For this: 

1. Go to VPC then left side navigation bar click on internet 

gateway. 

2. Then click on Create Internet gateway. 

3. Give the name for the internet gateway. 

4. And key, values are optional if you want you can give. 

5. then click on create. 

 

For private subnet 

Step 1: Create a private subnet in the manner described 

above. 

Step 2: Create a second route table in the same manner. 

In Step 3, you'll link the route table to the subnet. 

Step 8: Build a route table by going to the VPC notification 

bar, selecting route table, and clicking on create route 

table. Fill in the necessary information and click create 

route table. 

Step 9: Select Edit Routes from the drop-down menu and 

connect it to the internet gateway. 

Step 10: Select "Save Routes" from the drop-down menu. 

Step 11: Associate the route table with the subnet by 

selecting route table, then clicking on subnet associations, 

then clicking on modify associations, after which selecting 

the subnet and saving the configuration. 

Like this we can create our public subnet. 

 

For private subnet 

Step 1: We can now construct our public subnet in the 

same manner. 

Step 2: Create a second route table in the same manner. 

In Step 3, you'll link the route table to the subnet. 

 

Configure security group and NACL 

Step 1: Log in to the AWS administration interface and 

then pick VPC from the services menu. 

Step 2: Open VPC and then choose Security Groups from 

the menu bar. 

Creating a Security Group is the third step. 

Step 4: Give the security group a name and then offer a 

brief explanation of what it does. 

Step 5: Using the VPC Choose the ID of your virtual 

private cloud (VPC). 

Step 6: You may either add or delete a tag.If you want you 

can give key and value, and add a tag or remove a tag. 

Step 1: Log into the Amazon Management Console and 

pick Virtual Private Cloud (VPC). 

Using the navigation pane, choose Network ACLs as the 

second step. 

Step 3: Select Create Network ACL from the drop-down 

menu. 

The Create Network ACL dialogue box allows you to give 

your network ACL a name if you choose, and pick the ID 

of your VPC from the VPC list in Step 4. 

Step 5: Select Yes, Create from the drop-down menu. 

Step 6: Select Subnet Associations to link the subnets to 

the network Access Control List (ACL). 

Step 7: Make changes to the Inbound Rules. 

Conclusion 

When connecting your distant networks with Amazon 

VPC, AWS offers a range of efficient and secure 

connection solutions to help you get the most out of AWS. 

To help clients combine their distant networks or multiple 

Amazon VPC networks, this whitepaper provides a list of 

connecting choices and patterns. With the knowledge 

offered here, you'll be able to decide the best way to link 

your company's infrastructure, no matter where it is 

physically situated or hosted. 

 

Future scope 

Amazon VPC (Amazon Virtual Private Cloud) allows you 

to deploy AWS services inside a specific virtual network 

by using the Amazon Virtual Private Cloud. This virtual 

network, which makes use of AWS' scalable architecture, 

simulates a typical network that you might deploy in your 

own data centre. 
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