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ABSTRACT - Image processing is incredible 

significance these days. Face recognition becomes 

troublesome with regards to obscured and poorly 

enlightened images and it is here face recognition and 

reclamation comes to picture. In this paper, we survey 

numerous methods that were proposed in such manner 

and in this paper we will inspect various methods and 

technologies talked about up until now. The merits and 

demerits of various methods are talked about in this 

worry. This literature survey is to give an overall 

description on the different contemplations on the 

development and implementation of image/video quality 

appraisal system of image processing. 

 

Keywords: [Image processing, recognition, Edge 

detection, Digital image.] 

 

1. INTRODUCTION 

 Image processing is a type of processing with 

input as image, for example, photograph or video casing 

and output can be characteristics or parameters identified 

with image. Computer vision is an area that comprises of 

methods for fusing, analyzing and visualizing images. 

Observation stands for monitoring the conduct, exercises, 

and other evolving information, ordinarily of individuals 

to impact, coordinating and securing them. The process 

of finding moving article utilizing a camera is video 

following. In basic terms, following means partner target 

objects in continuous video frames. Challenges emerge 

particularly when articles are moving quickly when 

contrasted with outline rate or when the followed object 

alters course after some time. A consecutive flow of item 

detection, object following, objects identification and its 

conduct finish the process framework of following.  

 
Figure 1.Image processing system 

 

 Images can be for the most part characterized 

into two kinds. They are obliged space images and 

unconstrained area images. These classifications allow 

the image to be considered in a confined climate where 

the brightening and posture is preset. Here there is no 

aggravation of light and present or some other problem 

and the image is prepared to perceive. These sorts of 

images are known as the obliged images. Be that as it 

may, there are a few images where nothing is preset. 

There can be brightening and presenting problems. These 

are the unconstrained space images. These images can be 

those taken with a far off camera or those images of a 

moving item taken with a static camera. This load of 

images is the unconstrained images. Here there can be 

recognition problems. There really wanted to re-establish 

the image and afterward no one but we can perceive. An 

obscured image can be considered as a convolution 

function of a sharp image and a haze piece or PSF. So to 

recover the sharp image we wanted to part the image into 

its haze portion and sharp image. Yet, the problem here is 

the assessment of the haze bit. This obscure haze portion 

assessment is known as the deconvolution. A large 

portion of the deblurring methods utilize these ideas.  

 Intelligent wrongdoing system, psychological 

militants' assaults and expanding security related issues 

have frightened every country of the globe. Manual 
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analysis process comprises of number of limitations like 

it is to be exorbitant, inclined to errors, work serious, 

limited HR, and sometimes disappointment of HR to 

Images are sometimes been procured under poor 

brightening. Under this condition, a similar uniform 

locale will seem more splendid on certain areas and 

hazier on others. This undesired circumstance will 

prompt a few extreme problems in computer vision based 

system. The pixels may be misclassified; prompting 

incorrectly segmentation results, and in this way adds to 

wrong evaluation or analysis from m the system. 

Accordingly, it is exceptionally critical to process this 

sort of images first before they are taken care of into the 

system. 

 

2. LITERATURE SURVEY 

1. O. Bielova, R. Hänsch, A. Ley and O. Hellwich 

(2019) et.al proposed A Digital Image Processing 

Pipeline for Modelling of Realistic Noise in Synthetic 

Images. The proposed framework models realistic noise 

and different impacts in synthetic images by mimicking 

the image arrangement process of digital cameras. The 

framework works with HDR images that can for instance 

be synthesized in Blender yet can likewise be applied to 

real camera images in case they are given in RAW 

configuration. The instance of synthetic images, 

nonetheless, enjoys the benefit of allowing power over 

camera, scene, and item parameters from one viewpoint, 

and on the other giving admittance to ground truth values 

for target factors like profundity, albedo, and so on The 

expected application is the formation of synthetic 

benchmark datasets for the evaluation of image based 

algorithms. In contrast to different works, the noise in the 

last image isn't modelled dependent on data from one 

particular camera model, however re-enacted at the 

absolute starting point of the image arrangement process, 

for example in the raw data, before any processing 

activities are applied. While the noise model is 

straightforward, it considers the main, signal-reliant and 

signal-free noise sources. The effortlessness of the model 

allows authority over noise type and energy by a couple 

of parameters with a succinct actual interpretation, for 

example, parameters identified with the ISO level and the 

quantum efficiency of the sensor. The framework 

executes all primary processing steps inherent to an in-

camera imaging pipeline, for example power scaling, 

auto white balancing, demosaicing, denoising, tone 

mapping, gamma correction, and compression. All 

middle results of each stage are available and can be put 

away as HDR files. The implementation of the proposed 

image processing pipeline is adaptable and allows the 

client to choose which steps ought to be performed with 

which parameter settings.  

2. P. Srujana, J. Priyanka, V. Y. S. S. S. Patnaikuni 

And N. Vejendla (2021) et.al proposed Edge Detection 

with different Parameters in Digital Image Processing 

using GUI. The proposed work has extricated various 

edges from digital images utilizing diverse edge 

identifiers and it is executed utilizing Matlab GUI. In our 

proposed work we have taken four distinctive digital 

images like Building, Flower, Finger Print, Satellite 

utilizing edge locator operators like Sobel, Prewitt, 

Roberts, LoG, Canny these are various operators have 

been executed on these digital images and among these 

from the above output waveforms or pictures from Table 

1 to Table 4, the distinction in the output result can be 

noticed. The Canny operator has low MSE and high 

PSNR and SNR is seen from table 5 to table 8, lastly it 

has closed Canny operator as the best operator for 

detecting edges in an image. Canny operator gives the 

best outcome when contrasted with different operators 

and this is executed by utilizing GUI in Matlab. Utilizing 

these operators, a few models are considered in real time 

applications. In these real time application models (Table 

7 and Table 8) likewise by noticing results, it is 

demonstrated that the canny operator is best among any 

remaining operators.  

3. V. B. Inchur, L. S. Praveen and P. Shankpal (2020) 

et.al proposed Implementation of Blood Cell Counting 

Algorithm using Digital Image Processing Techniques. 

Blood is the connective tissue with cellular parts like 

RBC, WBC, and platelets. According to the TABLE I, II 

and III if blood cells are below the ordinary range it 

prompts health problems and hence blood cell counting is 

vital in pathology. The manual minuscule method gives 

the better outcome to identify and count blood cells yet it 

takes a lengthy procedure, hence less time taking 

electronics minute blood counting alongside digital 

image processing algorithms are executed. RBC count, 

for example, edge base segmentation gives an outcome 

with 66 % accuracy and prompting counting blunder. 

Notwithstanding, the Morphological operator gives 92% 

accuracy, Texture based classification method gives 89% 

accuracy and CHT with a morphological operator gives 

better results with 91 % accuracy. Additionally, for WBC 

and Platelet count, two distinct algorithms, for example, 

the Morphological Operator and Texture Object-Based 

classification were carried out. It was tracked down that 

the morphological operator gave just 60 % accuracy and 

the Texture Object-Based classification method gave 100 

% accuracy. For platelets count Texture Object-Based 

classification method gave 100 % accuracy. Hence, this 

paper infers that for RBC count utilizing Circular Hough 

Transformation gives better results and WBC, platelets 

count utilizing Texture Object-Based classification 

method gives a superior outcome.  

4. M. Aghaei, A. Gandelli, F. Grimaccia, S. Leva, R. 

E. Zich (2015) et.al proposed IR real-time Analyses for 

PV system monitoring by Digital Image Processing 

Techniques. The PV module lifetime ought to be over 20 

years which is ensured by makers however it doesn't 

imply that it very well may be accomplished with next to 

no proper and timely support because of PV modules 

amazingly openings to the external and internal stresses. 

Along these lines, effective real time diagnostics and 

investigation methods are extremely vital and mandatory 

to expand lifetime of PV module. In any case, lately there 

has been an expanding development in monitoring 

methods for PV power plant. In this experimental 

exploration, the intention was to propose an algorithm of 

digital image processing procedure which was designed 

in Matlab climate to process the IRimages of PV modules 

caught by thermo-camera (Flir A35) mounted on a light 

UAS (PLP-610) in Solar Tech Laboratory. 

Notwithstanding, the imperfection identification 

procedure for this PV module which is seen in like 

previous influenced PV Meanwhile; degradation level of 

this influenced module is equivalent to 2%. Along these 
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lines, this rate demonstrates that the module is in early 

degradation level hence appropriate choice is expected to 

hamper of its conveying to different parts of module.  

5. Trus BL, Kocsis E, Conway JF, Steven AC (1996) 

et.al proposed Digital image processing of electron 

micrographs: the PIC system-III. The PIC system, written 

in FORTRAN and C is an incorporated package of image 

processing software. PIC-III has another graphic user 

interface called XPIC which utilizes a user-friendly 

Motif-based menu system just as composed commands to 

intelligently process image data. Also, although PIC is 

composed fundamentally in FORTRAN and dynamic 

memory allocation isn't ordinarily accessible in 

FORTRAN programs; this component has now been 

incorporated, utilizing OpenVMS system administrations. 

Obviously, the capacity of extremely huge files in 

computer memory requires sufficient memory to be 

accessible locally on the workstation. PIC has been 

designed for the processing of electron micrographs with 

emphasis on the particular necessities for structural 

analysis of biological macromolecules. The PIC-III 

system consolidates new features accessible for DEC 

(Digital Equipment Corporation) Alpha workstations 

utilizing the OpenVMS operating system. The software 

consolidates X-windows, virtual memory allocation, and 

an enormous number of subroutines and related programs 

to play out extra image processing functions. Recently 

created 3D software incorporates the R-weighted back 

projection and helical reconstruction algorithms. This 

software is uninhibitedly accessible.  

6. J. R. González Montero, A. R. Díaz, E. C. Rosillo 

and A. Conci (2020) et.al proposed Watermark 

Detection and Clearance in Video Using Simple Signal 

and Image Processing Techniques. This paper presents 

two new and exceptionally quick algorithms for blend 

and overlaid watermark detection that has been included 

a predictable structure to digital videos. The principal 

utilizes a layout matching way to deal with identify the 

blend watermarks outline to outline in the HSV color 

model, and after works on the detection with post-

processing. The chief advantage of the proposed methods 

is that they are exceptionally quick when contrasted and 

those dependent on Machine Learning (ML) approach. 

During this exploration were tried a model of directed 

classification dependent on a Convolutional Neural 

Networks (CNN). The CNN results in blend watermark 

recognition were slightly higher than our own as far as 

accuracy, sensitivity, and specificity, yet the computing 

time was very incredible. The normal time for process a 

video withing roughly 46,000 frames with our 

Algorithm-1 in a DELL scratch pad with an Intel Core i7 

(seventh era) processor was around 110 seconds. The 

time for process similar videos with the CNN model in a 

desktop computer likewise with an Intel Core i7 

processor (seventh era) and as Nvidia GPU model GTX-

1050 for parallel processing utilizing CUDA and 

OpenCV libraries in Python 3.5 was around of 21 

minutes. This colossal contrast in the computing time is 

expected that our Algorithm-1 simplify analytics for 

blend watermark detection in CPU and don't have to send 

data to be processed by a complex CNN model in the 

GPU. Then again, the results got with our Algorithm-2 

for clear watermark detection were better than the CNN 

result, and the normal computing time in a similar DELL 

journal with an Intel Core i7 (seventh era) processor was 

around of 5 minutes, due the time analysis approach 

utilized in the second phase of this Algorithm-2.  

7. M. J. Ehrhardt and S. R. Arridge (2014) et.al 

proposed Vector-Valued Image Processing by Parallel 

Level Sets. Vector-valued images, for example, RGB 

color images or multimodal medical images show a solid 

interchannel relationship, which isn't taken advantage of 

by most image processing tools. Propose another idea of 

treating vector-valued images which depends on the point 

between the spatial slopes of their channels. Through 

limiting an expense functional that punishes huge points, 

images with parallel level sets can be gotten. After 

officially presenting this thought and the relating cost 

functional, theyexamine their Gateaux subsidiaries that 

lead to a dissemination like angle drop plot propose 

another framework dependent on parallel level sets which 

can be utilized for image enhancement of vector-valued 

images. In this methodology theyexploit the interchannel 

connection which is inherent in numerous vector-valued 

images, for example, RGB images. The models 

introduced in this paper demonstrate that taking 

advantage of this relationship prompts better, more honed 

reconstructions with less artefacts. The results show that 

the idea of parallel level sets is a promising apparatus for 

vector-valued image processing undertakings. While 

theyshowed the use for denoising and demosaicking it is 

effectively extendible to different applications where 

more confounded operators are involved. This 

incorporates for example simultaneous reconstruction of 

multi-modal medical imaging. Such applications will be 

the subject of future examination.  

8. D. O. Dantas, H. Danilo Passos Leal and D. O. 

Barros Sousa (2016) et.al proposed fast 

multidimensional image processing with OpenCL. 

Multidimensional image data, i.e., images with at least 

three measurements, are utilized in numerous areas of 

science. Multidimensional image processing is upheld in 

Python and MATLAB. VisionGL is an open source 

library that gives a bunch of image processing functions 

and can help the developer via automatically creating 

code. The target of this work is to expand VisionGL by 

adding multidimensional image processing support with 

OpenCL for elite through utilization of GPUs. 

Benchmarking tests were run with window and direct 

tasks toward analyze Python, MATLAB and VisionGL 

when processing 1D to 5D images. Accordingly, 

speedups of up to two significant degrees were gotten. 

When confronted with the need to process higher 

dimensional images, the options are relatively few, and 

the accessible options are not exceptionally quick. As 

another option, here theypresent the library VisionGL, 

expanded with functions to stack process and save 

images with at least four measurements. The proposed 

library has shaders written in OpenCL, compatible with 

most current GPUs and CPUs, accelerating image 

processing by up to around two significant degrees when 

contrasted and Python and MATLAB. VisionGL 

additionally can be effortlessly broadened. In the wake of 

making another custom OpenCL shader, its wrapper code 

can be automatically created by a Perl script remembered 

for the library. The library is unreservedly accessible 

from Github.  

https://ijrset.in/index.php/ijrset/issue/view/92


ISSN 2394-739X 

IJRSET SEPTEMBER Volume 8 Issue 9 

4 
 

9. C. Noguchi, J. Katto and K. Ohyama (2014) et.al 

proposed Improvement of height estimation of low birth 

weight infants; babies and newborn children image 

processing system utilizing Kinect. The low birth weight 

baby implies an infant of which birth weight is under 

2500g. They will in general have shortcoming in body 

health, and 10-20% of them become a dwarfism disease. 

In dwarfism patients, the treatment of development 

chemical is allowed in patients who are SGA dwarfism, 

as the further grant condition; stature upon entering the 

world is incorporated as a pointer. First propose a method 

of stature assessment of lying babies by utilizing a single 

image caught by Kinect. The stature is assessed by 

utilizing chosen focuses building a middle line of the 

body got by image processing. In this paper, 

theyproposed a tallness assessment method of newborn 

children by image processing. Shown that the moving 

picture approach with wrong plane deselection gives 

sufficient execution Image data of real newborn children 

were taken at a kindergarten and a pediatric clinic. The 

quantity of newborn children is nine, noted by A to I in 

the resulting figures. Postures of all newborn children are 

practically something very similar, lying on a bed. As 

future work, recognition of body twisting can be thought 

of.  

10. A. Rebhi, S. Abid and F. Fnaiech (2016) et.al 

proposed Fabric defect detection using local homogeneity 

and morphological image processing. The language of 

Mathematical Morphology (MM) is set hypothesis. Sets 

in MM address objects in an image. MM is the science of 

appearance, shape and association. The morphological 

tasks for deformity detection in fabric are inherently 

delicate to the size and state of the imperfection. 

Subsequently, while applying morphological image 

processing procedure on the fabric image for the 

detection of deformities, the software-based 

morphological activities might give poor outcome. 

Previous exploration has shown that the utilization of 

morphological channels can significantly lower the bogus 

caution rate. MM manages non-straight processes which 

can be applied to an image to eliminate subtleties less 

than a specific reference shape called the organizing 

component. MM is likewise the establishment of 

morphological image processing, which comprises of a 

bunch of operators that change images as indicated by the 

above portrayals. There are four principal tasks in 

morphology, which are dilation, erosion, opening and 

shutting. MM was initially produced for parallel images, 

and was subsequently reached out to grayscale functions 

and images. In this paper, another morphological 

methodology for detecting fabric deserts is introduced. It 

depends on the nearby homogeneity of every pixel (H-

image). In this proposed approach theyutilize opening 

and shutting activities, utilizing a square organizing 

component, to extricate fabric deformity. The 

presentation of the plan has been broadly assessed by 

utilizing an assortment of fabric tests, which vary in 

imperfection type, size and shape, texture background, 

and image goal. The results got have shown that the plan 

is effective and strong.  

11. Smith SM, Brady JM. (2007) et.al proposed 

SUSAN new approach to low level image processing. 

Consider a dull square shape on a white background. A 

circular cover (having a middle pixel which will be 

known as the "nucleus") is displayed at five image 

positions. In the event that the brightness of every pixel 

inside a cover is contrasted and the brightness of that 

veil's nucleus then an area of the cover can be 

characterized which has something similar (or 

comparable) brightness as the nucleus. This area of the 

cover will be known as the "USAN", an abbreviation 

standing for "Univalue Segment Assimilating Nucleus". 

This idea of each image point having related with it a 

neighbourhood comparable brightness is the reason for 

the SUSAN standard. The neighbourhood USAN 

contains a lot of information about the design of the 

image. This way to deal with include detection has 

numerous distinctions to the notable methods, the most 

clear being that no image subordinates are utilized and 

that no noise reduction is required. This paper has 

depicted another guideline which allows image edges, 

lines, corners and junctions to be precisely and 

immediately found, and furthermore a connected method 

for lessening noise while saving image structure. The 

limitation of the features is autonomous of the veil size 

utilized, and noise suppression is demonstrated to be 

good. Network of edges and lines at junctions is good. 

SUSAN noise reduction has been demonstrated to be 

better than different methods tested.  

12. Sadek, Rowayda A. (2012) et.al proposed Singular 

Value Decomposition (SVD) based image processing 

applications. Despite the consideration it has gotten 

somewhat recently, SVD in image processing is as yet in 

its earliest stages. Numerous SVD characteristics are still 

unutilized in image processing. This paper proposed a 

through practical study for SVD characteristics in 

different created image processing draws near. The paper 

likewise proposed commitment in utilizing unused SVD 

characteristics in clever methodologies, for example, 

adaptive block based compression, perceptual multiple 

watermarking, image limit with respect to hiding 

information, harshness measure, and so on, this load of 

commitments were experimentally inspected and gave 

promising results contrasted with created ones. The 

primary commitments in this paper are a clever 

perceptual image forensic procedure, another 

forthcoming vision in using the SVD Properties, 

checking on an experimental valuation of the created 

SVD based application, for example, denoising, 

compression, another block based unpleasantness 

measure for application, for example, perceptual 

progressive compression just as perceptual progressive 

data hiding. Image denoising and compression were 

completely inspected and given good results although 

they are image subordinate. Perceptual fragile forensic 

instrument gives exceptionally encouraging results 

contrasted with the generally utilized SVD based device. 

Energy based truncation and blunder based truncation 

just as the unpleasantness measures are promising in 

numerous application. The proposed SVD based 

unpleasantness measure could be additionally used in the 

application, for example, adaptive block based 

compression, payload limit measure for images in 

forensic instrument, and so on.  

13. T. Santha and Mohana Maniganda Babu V (2016) 

et.al proposed the significance of Real-time, biomedical 

and satellite Image Processing in understanding the 

objects & application to Computer Vision. The Computer 
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Vision is a more extensive and most blazing area of 

Digital Image Processing with parcel of past, progressing 

and future exploration to achieve the mission of giving 

visual sense to computers as like human visual system in 

understanding, processing, classifying, manipulating, and 

reviewing images dependent on their classification. The 

Proposed on classifying the image dependent on the 

information content, for example, medical, satellite or 

real world photography images individually. Since the 

digital image processing explores are going to arrive at a 

biggest milestone in giving artificial visual system to 

computer which is like human visual system with all 

intelligent capacities in understanding , perceiving, 

manipulating, reusing , analyzing, recognizing, 

classifying , restoring, enhancing and applying it in 

relating climate dependent on the prerequisite as 

significant level and in significant way. The proposed a 

little starting advance to accomplish the artificial visual 

system to computers by applying different algorithms and 

processing stages to group the image dependent on the 

information content. The system utilizes Harris Corner 

Detection algorithm for dealing with the edges and 

MCMC (Markov chain Monte Carlo) Algorithm is 

utilized fit examples present in the image. Hybrid SVM is 

applied for classification of images dependent on object 

features present in the preparation dataset like people, 

vehicles, plants, animals, etc. 

14. S. Chucherd (2014) et.al proposed Edge detection of 

medical image processing using vector field analysis. 

Segmentation is a significant part in an image processing 

system. Particularly in medical image processing area, 

specialists need exact information for diagnosis to keep 

away from pointless biopsy and misdiagnosis. Ultrasound 

(US) breast cancer images is one of the most muddled 

medical images to extricate the ideal area of interest. It is 

regularly hard to isolate the tumor locale from the 

background tissues. Thusly, tumor segmentation is the 

difficult problems in the computer supported diagnosis. 

Among many image segmentation procedures, a 

generalized gradient vector flow (GGVF) method is one 

of the well known strategies. It depends on vector 

transformation of the edge guide of the dark scale image. 

For instance, effective segmentation is a troublesome 

errand for boisterous image, for example, the US images. 

It is one of the most troublesome kinds of medical images 

to evaluate. The vector field analysis called the VEA 

algorithm has been proposed for edge detection on breast 

US images. The method is equipped for expanding the 

accuracy of the segmentation up to 40% as far as evident 

positives. Despite the fact that it is applied to the 

confounded design of tumor, the method gives much 

better outcome to the powerless limits tumor contrasted 

with the traditional edge identifiers. The mathematical 

investigations show that the proposed algorithm is 

probably going to prevail in segmentation of assortment 

of tumours showed in US breast images.  

15. A. Baek, K. Lee and H. Choi (2015) et.al proposed 

Speed-up image processing on mobile CPU and GPU. 

Recent advancing of mobile devices with worked in 

super elite camera is very wonderful. Mobile devices are 

furnished with processors, for example, multi-core 

central processing unit (CPU) for universally useful 

assignments and graphic processing unit (GPU) for 

accelerating 3D graphics. These mobile processors have 

produced enormous interest in image processing and 

computer vision applications, for example, image 

altering, object recognition, and increased reality. As 

GPU turns into an incorporated part in handheld devices, 

this paper presents a speed-up image processing method 

using low-power GPU and CPU in mobile stages. When 

utilizing GPU for universally useful computing just as 

CPU, data design change and data move to the next 

processor unit ought to be directed. To speed up image 

processing in mobile stages, this paper presented an 

appropriated parallel processing method where 

undertakings, for example, video translating, data design 

change, and image CPU and these assignments are acted 

in parallel. The CPU-GPU support control is likewise 

carried out to change distinctive processing capacities of 

mobile processors. The experimental results of the 

proposed method showed that modularity and parallelism 

improved proficiently execution of image processing on 

mobile devices. In this manner, the proposed method can 

be appropriate for the development of different mobile 

image processing applications. 

 
3. COMPARISON OF PROPOSED METHODS, MERITS AND DEMERITS 

Authors Name & Year Proposed Methods Merits Demerits 

O. Bielova, R. Hänsch, 

A. Ley and O. Hellwich 

(2019)  

A Digital Image 

Processing Pipeline for 

Modelling of Realistic 

Noise in Synthetic 

Images 

The proposed noise model gives 

off an impression of being 

adequately exact; the processing 

chain can be improved by 

utilizing a more sophisticated 

implementation of individual 

modules.  

Most cameras don't 

straightforwardly record 

the powers of the sRGB 

primaries, something the 

camera needs to redress 

P. Srujana, J. Priyanka, 

V. Y. S. S. S. Patnaikuni 

And N. Vejendla (2021)  

Edge Detection with 

different Parameters in 

Digital Image 

Processing using GUI 

Real time application models 

additionally by noticing results, 

it is demonstrated that the canny 

operator is best among any 

remaining operators  

Edge detection method isn't 

separating an image into 

various regions of 

discontinuity 

 V. B. Inchur, L. S. 

Praveen and P. 

Shankpal (2020)  

Implementation of 

Blood Cell Counting 

Algorithm using Digital 

Image Processing 

Techniques 

RBC count utilizing Circular 

Hough Transformation gives 

better results and WBC, platelets 

count utilizing Texture Object-

Based classification method 

 

Differential Cells 

Eosinophil's, Basophils, 

Monocytes, Lymphocytes, 

and Neutrophils can't be 
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gives a superior outcome  extracted 

M. Aghaei, A. Gandelli, 

F. Grimaccia, S. Leva, 

R. E. Zich (2015)  

 

IR real-time Analyses 

for PV system 

monitoring by Digital 

Image Processing 

Techniques 

The acquired results have shown 

accuracy and unwavering quality 

of proposed digital image 

processing algorithm to 

accomplish a profundity getting 

a handle on of deformity and 

disappointment features on the 

modules. 

Needed to foster this 

algorithm to indicate 

explicit deformity and 

furthermore impact pace of 

degradation on the PV 

module execution. 

Trus BL, Kocsis E, 

Conway JF, Steven AC 

(1996)  

 

Digital image 

processing of electron 

micrographs: the PIC 

system-III 

The software consolidates X-

windows, virtual memory 

allocation, and an enormous 

number of subroutines and 

related programs to play out 

extra image processing functions 

It is especially expensive 

depending on the particular 

system. 

J. R. González Montero, 

A. R. Díaz, E. C. Rosillo 

and A. Conci (2020)  

Watermark Detection 

and Clearance in Video 

Using Simple Signal 

and Image Processing 

Techniques 

 

The chief advantage of the 

proposed methods is that they 

are exceptionally quick when 

contrasted and those dependent 

on Machine Learning (ML) 

approach and the computing 

time was amazingly 

extraordinary 

 The genuine negative rate 

and do a statistical 

comparison between CNN 

watermark detection.. 

 

M. J. Ehrhardt and S. R. 

Arridge (2014)  

Vector-Valued Image 

Processing by Parallel 

Level Sets 

The use for denoising and 

demosaicking it is effectively 

extendible to different 

applications where more 

confounded operators are 

involved  

Excludes for example 

simultaneous 

reconstruction of multi-

modal medical imaging. 

D. O. Dantas, H. Danilo 

Passos Leal and D. O. 

Barros Sousa (2016)  

fast multidimensional 

image processing with 

OpenCL 

The proposed library has shaders 

written in OpenCL, compatible 

with most current GPUs and 

CPUs, accelerating image 

processing 

Not include functions to 

ascertain FFT and other 

changes and Updating the 

library to utilize OpenCL 

2.0 is additionally desirable 

C. Noguchi, J. Katto and 

K. Ohyama (2014) 

Improvement of height 

estimation of low birth 

weight infants 

Improvement of height 

estimation of low birth 

weight infants; babies 

and newborn children 

image processing 

system utilizing Kinect 

The moving picture approach 

with wrong plane deselection 

gives sufficient execution 

Recognition of body 

twisting can't be considered 

A. Rebhi, S. Abid and F. 

Fnaiech (2016)  

Fabric defect detection 

using local 

homogeneity and 

morphological image 

processing 

The exhibition of the plan has 

been widely assessed by 

utilizing an assortment of fabric 

tests, which contrast in 

imperfection type, size and 

shape, texture background, and 

image goal 

Relies upon the testing 

climate and low goal. 

Smith SM, Brady JM. 

(2007)  

SUSAN new approach 

to low level image 

processing 

Image edges, lines, corners and 

junctions to be precisely and 

immediately found, and 

furthermore a connected method 

for diminishing noise while 

safeguarding image structure 

The pixels in the lower area 

are too low to even 

consider making this 

equilibrium.  

Sadek, Rowayda A. 

(2012)  

Singular Value 

Decomposition (SVD) 

based image processing 

applications 

Perceptual fragile forensic 

device gives profoundly 

encouraging results contrasted 

with the generally utilized SVD 

based instrument 

Require seriously working 

out the block based 

predominant direction, 

adaptively image 

combination, block based 

vigorous forensic 

T. Santha and Mohana 

Maniganda Babu V 

the significance of 

Real-time, biomedical 

Accomplish the artificial visual 

system to computers by applying 

Not giving visual sense to 

computers as like human 
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(2016)  and satellite Image 

Processing in 

understanding the 

objects & application to 

Computer Vision 

different algorithms and 

processing stages to order the 

images  

visual system in 

understanding 

S. Chucherd (2014)  Edge detection of 

medical image 

processing using vector 

field analysis 

The method is equipped for 

expanding the accuracy of the 

segmentation up to 40% as far as 

obvious positives  

 The limitation that the 

vectors of the real image 

boundary are not precisely 

antiparallel 

A. Baek, K. Lee and H. 

Choi (2015)  

Speed-up image 

processing on mobile 

CPU and GPU 

The proposed method showed 

that modularity and parallelism 

improved effectively execution 

of image processing on mobile 

devices 

Trouble to deal with high 

goal video, individually 

 

4. CONCLUSION  

 This paper surveys a few image processing 

methods are accessible in literature. Although the state of 

the channel is comparable, the exhibition of each channel 

may be unique in relation to one another. This literature 

survey is to give an overall description on the different 

contemplations on the development and implementation 

of image/video quality appraisal system of image 

processing. The merits and demerits of various methods 

are in this concern. 
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