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Abstract: -
This paper considers a single machine

total weighted tardiness scheduling problem.
Total weighted tardiness scheduling problem
is proven to be NP-hard and cannot be solved
in a reasonable time for large size problem. A
metaheuristic which is genetic algorithm is
developed to solve such scheduling problem in
this paper. Besides that, dispatching heuristics
are also developed which serves as an initial
solution to genetic algorithm. The developed
genetic algorithm has the capability to provide
good results and good improvement compared
to dispatching heuristics.
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1.  INTRODUCTION
Single machine is defined as a machine

that can only handle one job at a time without
any interruption [1] and [2]. Single machine
can be used to solve bottleneck problem in
production lines such as automobile assembly
line, packing machine in finish line etc [3]. By
solving the bottleneck problem, the scheduling
problem for the entire production line
problems is solved. In real life practice,
complex production systems are solved by
decomposing the system into a series of single
machine problem. This is why single machine
problem are important and it have attracted a
lot of researcher’s interest and attention [4].

Scheduling plays an important role in most of
the manufacturing industries. It is a decision
making process that allocates limited resources
to the processing tasks to meet certain
requirement [5], [6] and [7]. A proper
allocation of resource enables the company to
optimize its objectives and achieve its goals.
Since different industries have different
objectives and there are a variety of
algorithms, it is important to have an efficient
scheduling algorithm to meet the objectives of
every industry.
Tardiness is one of the commonly used
performance criteria or objective in solving
scheduling problem. It depicts the lateness of
a job if it is completed after its due date and is
zero when the job meets its due date or
completed before its due date. As tardiness
relates to operation cost [4], minimizing the
tardiness becomes a strong motivation for the
industry to minimize their cost. In this paper, a
weight is added to each job to increase the
complexity of tardiness problem. The weight
is known as the priority level of job. Every job
has different priority levels, thus it is a
difficult task in deciding which job need to be
schedule first as some jobs are more important
than the other. Lawler [8] and Lenstra et al. [9]
has been the pioneer in the literature to prove
that the single machine problems with the total
weighted tardiness criterion is NP-hard.
Exact methods such as branch and bound and
dynamic programming are able to provide
optimal solutions but at the expense of
exponential growth of computational time.
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Such algorithms have been used to tackle the
single machine total weightd tardiness
problem [10], [11] ,[12] and [13]. Therefore,
many researchers develop heuristic algorithms
instead which caters to large size scheduling
problems. Dispatching heuristics have been a
popular practice to many real-life industrial
applications such as wafer fabrication plants,
automatic guided vehicle systems, etc. It is one
of the most common approaches in the
industry as they can be easily understood and
implemented besides providing reasonable
solutions in a rather short time. Besides the
dispatching heuristic, metaheuristics are
gaining popularity in OR literature such as
simulated annealing, genetic algorithm, ant
colony optimization and tabu search. Genetic
algorithm was developed by John Henry
Holland [14] and [15]. The basic idea of
genetic algorithms was inspired by the
Darwin’s theory of evolution, where the strong
chromosomes tend to adapt and survive while
the weak die. Many researchers have chosen
genetic algorithm to tackle scheduling problem
due to its flexibility [16]. Antonio Ferrolho
and Manuel Crisostomo [17], Gursel A. Suer
et. al [3] and Liu et. al [4] are some of the
researchers who have applied genetic
algorithm to solve scheduling of single
machine with total weighted tardiness
problem. In this paper, a genetic algorithm and
three dispatching heuristics are developed. The
developed dispatching heuristics are:

a) EDD (Earliest Due Date)
b) SPT (Shortest Processing Time)
c) LPT (Longest Processing Time)

This paper is organized as follows: The
problem statement is provided in the next
section, and then followed by the description
of the heuristics' algorithms and procedure for
testing and validation. Finally, results and
discussions and conclusions are presented.

2. PROBLEM STATEMENT
This paper deals with single machine

scheduling problem that minimizes the total
weighted tardiness of jobs. The scheduling
problem can be defined as follows:
There are N jobs waiting to be processed on a
machine. The machine can handle only a
single job at a time where no interruption is
allowed during the process. Each job i has its

own processing time ( ), due date ( ) and
weight ( ). The objective of this paper is to
find a good sequence of jobs that minimizes
the total weighted tardiness. The tardiness is
defined as

)0,max( iii dCT 
Where

iC is the completion time of job i.

These are the assumptions of single machine
model for this paper:
 Machine can only process one job at a
time.
 No setup time or settings are needed.
 All jobs are available for processing at time
zero.
 Processing times, due dates and weights of
jobs are known at the beginning of schedule
(deterministic problem).
 Preemptions are not allowed, once
processing of a job is started, it cannot be
interrupted.
 The next scheduled job start immediately
after the current job is completed.

3. DESCRIPTION OF HEURISTIC
ALGORITHM
A Dispatching Heuristics
 EDD: Jobs are scheduled in sequence of
increasing manner of due date
 SPT: Jobs are scheduled in sequence of
increasing manner of processing time
 LPT: Jobs are scheduled in sequence of
decreasing manner of processing time

B Genetic Algorithm
The genetic algorithm developed in this

paper consists of these properties:
 Initial solution
 Selection
 Genetic operator
 Replacement
 Stopping criteria

Initial Solution
The dispatching heuristics which have

been developed will be used as initial solution
for the genetic algorithm.

Selection
In selection, a pair of chromosomes

(parents) are select from the population to
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perform crossover and mutation to generate
new chromosomes (children). In this research,
a pair of parents is selected randomly in
population to generate new chromosomes.

Genetic Operator
Using different types of operator will

result in different final schedule. A good
choice of genetic operator is important as it
will affect the performance of genetic
algorithm. Crossover and mutation operators
are performed at every iteration. A position
based crossover and order based mutation are
used in this project due to its good
performance and simplicity [18].
For the position based crossover,
0.5*N(N=number of job) number of job
positions of a parent are randomly selected and
the positions are fixed to perform crossover.
The jobs in the fixed position of a parent will
be kept unchanged in the offspring and the
unallocated jobs in another parent will fill in
the unfixed job positions in the child.
An example is provided to illustrate the
crossover operators. Fig. 1 shows how the
crossover operator is performed for a problem
of 10 jobs. Parent 1 and parent 2 provide two
different sequences of jobs. In the first
diagram, a new chromosome or a child is
generated by first duplicating the genes (jobs)
in positions 3, 5, 6, 8 and 10 of parent 1. Then
the remaining position in the child will be
filled up by taking the gene from parent 2. In
the second diagram, a child is generated by
duplicating the genes (jobs) in positions 3, 5,
6, 8 and 10 of parent 2. Then the remaining
position in the child will be filled up by taking
the gene from parent 1. In this research, the
jobs in the fixed position of parent 1 will be
kept unchanged in the offspring and the
unfixed job positions in the offspring will be
taken from parent 2.

Figure 1: Illustration of position based
crossover

On the other hand, for the order based
mutation, two job positions are randomly
selected from a parent. The jobs in the selected
positions are swapped to form a new child.
Fig. 2 provides an example of how the
mutation works. A child is reproduced by
exchanging the genes (jobs) on the selected
positions. In this case, position 3 and 6 are
selected and the gene are exchanged to create a
new chromosome or child. The job positions
are randomly selected at every iteration. For
example in Fig. 2, job positions may be
randomly selected at position 3 and position 6
at this iteration but the positions will be
randomly selected again at next iteration.

Figure 2: Illustration of order based
mutation

Replacement
The two new born children created by

crossover and mutation will be updated into
the population pool. The fitness of these
chromosomes will be compared to those
chromosomes in the population. Chromosomes
with better fitness will replace the less fit
chromosomes. Chromosomes with better
fitness will survive and reproduce and the less
fit chromosomes will die. Fig. 3 illustrates
how the replacement process is done.

Figure 3: Replacement process
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Stopping Criteria
The genetic algorithm in this research

applies a fixed value of number of iterations as
stopping criteria. The genetic algorithm stops
after the maximum number of iteration is
reached.
The flow chart of the developed genetic
algorithm is shown in Fig. 4.

Figure 4: Flow chart of developed genetic
algorithm

4. TESTING AND VALIDATION
Table I gives the details on how the

simulation of data is performed to test the
performance of the developed heuristics. Jobs
are randomly generated by a set of job
parameters which is extracted from the
literature [2], [19] and [20].
Job
Parameters

Value

Processing
Time

Uniform between [1,100]

Weight Uniform between [1,10]
Due Date Uniform between [P*(1-TF-

RDD/2), P*(1-TF+RDD/2)]
If P*(1-TF-RDD/2)<=0 then
[1, P*(1-TF+RDD/2)]

Table 1: Experiment Job Parameters

P is the total processing time of all jobs
whereas TF and RDD is the tightness factor
and the range of due date respectively. A high
value of RDD shows that the range of due
dates is very wide. A low value of RDD shows
that the range of due dates is very narrow. On
the other hand, a high value of TF shows that
the due dates are tight and a low value of TF
shows that the due dates are loose. In this
paper, 25, 50 and 100 job size problems are
conducted. Each job size has 25 combinations
of RDD and TF values. 5 instances were
generated for each combination of RDD and
TF. Thus, there are total of 375 problem
instances need to be generated and solved.
Some preliminary experiments were conducted
to ensure a suitable value for the genetic
algorithms parameters such as the population
size and iterations. Table II provides the
genetic algorithm parameters used for different
job sizes.

Setting
RDD and TF

value
Population

size
Iteratio

ns
25

jobs
{0.2 , 0.4,

0.6, 0.8, 1.0}
10 2000

50
jobs

{0.2 , 0.4,
0.6, 0.8, 1.0}

10 10000

100
jobs

{0.2 , 0.4,
0.6, 0.8, 1.0}

10 10000

Table 2: Experiment settings

In this paper, Microsoft Excel spreadsheets
VBA is used as a platform to develop both
genetic algorithm and dispatching
heuristic.The genetic algorithm was tested and
validated by comparing its solution quality
with respect to the dispatching heuristics.

5. RESULTS AND DISCUSSIONS
Experiments are carried out according

to the data generation and parameters setting
as discussed earlier. For every combination of
RDD and TF, 5 problem instances were
generated. All the dispatching heuristics and
the genetic algorithm were tested on each of
the 5 problem instances. An average value of
the total weighted tardiness were calculated
and recorded in Tables III, IV and V for all the
developed methods. Columns 1 and 2 provide
the combination of RDD and TF values.
Columns 3-6 provide the average total
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weighted tardiness for EDD, SPT, LPT and
genetic algorithm (GA) for 5 problem
instances. The best value among the
dispatching heuristics will be chosen as the
initial solution for the genetic algorithm for
every case. The last column provides the
average time take by genetic algorithm to
solve each of the 5 problem instances. There is
no time reported in these tables for the
dispatching heuristics since they solve all the
problems in less than 2 seconds.

Table 3: Average value of total weighted
tardiness for 25 jobs

Table 4: Average value of total weighted
tardiness for 50 jobs

Table 5: Average value of total weighted
tardiness for 100 jobs

The boxes filled with ‘-‘means that when EDD
is applied to the problem, the total weighted
tardiness of these problems are already zero.
There will be no improvement after genetic
algorithm is applied, as the value of the total
weighted tardiness will still be zero. The
reason is some combinations of RDD and TF
produce easy problems with “loose” due dates.
As there is no optimal solution available for
these problems, the quality of the final
solutions of the GA is then compared to other
developed dispatching heuristics solutions.
This is done by calculating the percentage
relative improvement, PRI (%) where the
formula is extracted from [21]. The
performance of developed genetic algorithm
can be evaluated by using the formula:

100*(%)
DR

GADR

TWT

TWTTWT
PRI




DRTWT and
GATWT are the average value of the

total weighted tardiness of the dispatching
heuristics and genetic algorithm respectively.
Table VI provides all the values of the PRI
(%) where the final solution of the genetic
algorithm is compared to EDD and SPT rules.
From tables III-V, it was shown that the best
dispatching rules are always EDD and SPT.
Total weighted tardiness of LPT are too big
compared to the EDD and SPT. So the PRI
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(%) calculated on Table VI only focuses on
EDD and SPT since the LPT is not worthy to
be compared to genetic algorithm solution
quality. The first two columns in Table VI
provide the combination of RDD and TF. The
third and fourth columns provide the PRI(%)
of genetic algorithm compared to EDD and
SPT respectively for the case of 25 jobs. The
fifth and sixth columns provide the PRI(%) of
genetic algorithm compared to EDD and SPT
respectively for the case of 50 jobs. The last
two columns provide the PRI(%) of genetic
algorithm compared to EDD and SPT
respectively for the case of 100 jobs.
For example, the value of EDD-GA for the
combination of RDD=0.2 and TF=0.2 which
can be seen in column 3 is calculated as:

%33.79100*
2347

4852347
(%) 


PRI

Table 6: PRI(%) of average total weighted
tardiness of GA

As can be observed in Table VI, for the cases
of 25 jobs, the range of improvement of
genetic algorithm compared to EDD and SPT
falls in between 24.46%-79.33% and 18.30%-
94.65% respectively. As for the cases of 50
jobs, the range of improvement of the genetic
algorithm compared to EDD and SPT falls in
between 37.64%-72.66% and 22.18%-99.08%
respectively. For the cases of 100 jobs, the

range of improvement of genetic algorithm
compared to EDD and SPT falls in between
44.23%-76.00% and 19.69%-99.79%
respectively. The genetic algorithm shows a
wider range of improvement to SPT solution
when the TF values are small. This also shows
that the EDD provides better solution when the
TF values are small for a fixed value of RDD.
On the other hand, when TF value increases
for a fixed value of RDD, the SPT tends to
provide a better solution. Based on the overall
results, the developed genetic algorithm
provides good solutions to this scheduling
problems. Although the EDD and SPT provide
quick solutions to the scheduling problem, the
genetic algorithm provides huge improvement
to total weighted tardiness value which shows
good solution quality. Having said that, the
EDD and SPT are also good dispatching
heuristics where reasonable solutions are
provided in different cases or complexities.
EDD always give better results of total
weighted tardiness when the TF values are
low, while SPT always give better results of
total weighted tardiness when TF values are
high. Despite the fact that the developed
genetic algorithm gives good results of total
weighted tardiness but it takes a longer
computational time which is as a trade-off to
its solution quality. All experiments are run on
a PC Xeon E3 CPU with 3.4GHz and 8GB
RAM in window 7 operating system.

CONCLUSION
In this paper, a single machine

scheduling problem has been addressed. Single
machine problems have been widely studied in
operation research field due to its practical
application of solving bottleneck problems in a
more complex setting of machines in the
industry. By developing genetic algorithm for
this problem, the authors aim to find a good
schedule that minimizes the total weighted
tardiness of jobs for a single machine problem.
From the extensive computational
experiments, it was shown that the genetic
algorithm has outperformed the performance
of EDD, SPT and the LPT in a very reasonable
time. This shows that the genetic algorithm is
a good metaheuristic to solve scheduling
problem for the single machine total weighted
tardiness problem.
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