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Abstract: -

This paper considers a single machine
total weighted tardiness scheduling problem.
Total weighted tardiness scheduling problem
is proven to be NP-hard and cannot be solved
in a reasonable time for large size problem. A
metaheuristic which is genetic algorithm is
developed to solve such scheduling problem in
this paper. Besides that, dispatching heuristics
are aso developed which serves as an initid
solution to genetic algorithm. The developed
genetic algorithm has the capability to provide
good results and good improvement compared
to dispatching heuristics.
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1. INTRODUCTION

Single machine is defined as a machine
that can only handle one job at a time without
any interruption [1] and [2]. Single machine
can be used to solve bottleneck problem in
production lines such as automobile assembly
line, packing machine in finish line etc [3]. By
solving the bottleneck problem, the scheduling
problem for the entire production line
problems is solved. In rea life practice,
complex production systems are solved by
decomposing the system into a series of single
machine problem. This is why single machine
problem are important and it have attracted a
lot of researcher’s interest and attention [4].
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Scheduling plays an important role in most of
the manufacturing industries. It is a decision
making process that allocates limited resources
to the processing tasks to meet certain
requirement [5], [6] and [7]. A proper
allocation of resource enables the company to
optimize its objectives and achieve its goals.
Since different industries have different
objectives and there are a variety of
algorithms, it is important to have an efficient
scheduling algorithm to meet the objectives of
every industry.

Tardiness is one of the commonly used
performance criteria or objective in solving
scheduling problem. It depicts the lateness of
ajob if it is completed after its due date and is
zero when the job meets its due date or
completed before its due date. As tardiness
relates to operation cost [4], minimizing the
tardiness becomes a strong motivation for the
industry to minimize their cost. In this paper, a
weight is added to each job to increase the
complexity of tardiness problem. The weight
is known as the priority level of job. Every job
has different priority levels, thus it is a
difficult task in deciding which job need to be
schedule first as some jobs are more important
than the other. Lawler [8] and Lenstraet a. [9]
has been the pioneer in the literature to prove
that the single machine problems with the total
weighted tardiness criterion is NP-hard.

Exact methods such as branch and bound and
dynamic programming are able to provide
optimal solutions but a the expense of
exponential growth of computational time.
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Such algorithms have been used to tackle the
single machine total weightd tardiness
problem [10], [11] ,[12] and [13]. Therefore,
many researchers develop heuristic algorithms
instead which caters to large size scheduling
problems. Dispatching heuristics have been a
popular practice to many rea-life industria
applications such as wafer fabrication plants,
automatic guided vehicle systems, etc. It isone
of the most common approaches in the
industry as they can be easily understood and
implemented besides providing reasonable
solutions in a rather short time. Besides the
dispatching heuristic, metaheuristics are
gaining popularity in OR literature such as
simulated annealing, genetic algorithm, ant
colony optimization and tabu search. Genetic
algorithm was developed by John Henry
Holland [14] and [15]. The basic idea of
genetic agorithms was inspired by the
Darwin’s theory of evolution, where the strong
chromosomes tend to adapt and survive while
the weak die. Many researchers have chosen
genetic agorithm to tackle scheduling problem
due to its flexibility [16]. Antonio Ferrolho
and Manuel Crisostomo [17], Gursel A. Suer
et. a [3] and Liu et. a [4] are some of the
researchers who have applied genetic
algorithm to solve scheduling of single
machine with total weighted tardiness
problem. In this paper, a genetic agorithm and
three dispatching heuristics are developed. The
developed dispatching heuristics are:

a) EDD (Earliest Due Date)

b) SPT (Shortest Processing Time)

c) LPT (Longest Processing Time)
This paper is organized as follows. The
problem statement is provided in the next
section, and then followed by the description
of the heuristics agorithms and procedure for
testing and vaidation. Finally, results and
discussions and conclusions are presented.

2. PROBLEM STATEMENT

This paper deds with single machine
scheduling problem that minimizes the total
weighted tardiness of jobs. The scheduling
problem can be defined as follows:
There are N jobs waiting to be processed on a
machine. The machine can handle only a
single job at a time where no interruption is
allowed during the process. Each job i has its
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own processing time (), due date (4;) and
weight (w;). The objective of this paper is to
find a good sequence of jobs that minimizes
the total weighted tardiness. The tardiness is
defined as

T =max( -d.0)
Where ¢, isthe completion time of jobi.
These are the assumptions of single machine
model for this paper:
e Machine can only process one job a a
time.
e No setup time or settings are needed.
e All jobsare available for processing at time
zero.
e Processing times, due dates and weights of
jobs are known at the beginning of schedule
(deterministic problem).
e Preemptions ae not alowed, once
processing of a job is started, it cannot be
interrupted.
e The next scheduled job start immediately
after the current job is completed.

3. DESCRIPTION OF HEURISTIC
ALGORITHM

A Dispatching Heuristics

e EDD: Jobs are scheduled in sequence of
increasing manner of due date

e SPT: Jobs are scheduled in sequence of
increasing manner of processing time

e LPT: Jobs are scheduled in sequence of
decreasing manner of processing time

B Genetic Algorithm
The genetic algorithm developed in this

paper consists of these properties:

e Initia solution
Selection
Genetic operator
Replacement
Stopping criteria

Initial Solution

The dispatching heuristics which have
been developed will be used as initial solution
for the genetic algorithm.

Selection
In selection, a pair of chromosomes
(parents) are select from the population to
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perform crossover and mutation to generate
new chromosomes (children). In this research,
a par of parents is selected randomly in
population to generate new chromosomes.

Genetic Operator

Using different types of operator will
result in different final schedule. A good
choice of genetic operator is important as it
will affect the performance of genetic
algorithm. Crossover and mutation operators
are performed at every iteration. A position
based crossover and order based mutation are
used in this project due to its good
performance and simplicity [18].
For the position based  crossover,
0.5*N(N=number of job) number of job
positions of a parent are randomly selected and
the positions are fixed to perform crossover.
The jobs in the fixed position of a parent will
be kept unchanged in the offspring and the
unallocated jobs in another parent will fill in
the unfixed job positionsin the child.
An example is provided to illustrate the
crossover operators. Fig. 1 shows how the
crossover operator is performed for a problem
of 10 jobs. Parent 1 and parent 2 provide two
different sequences of jobs. In the first
diagram, a new chromosome or a child is
generated by first duplicating the genes (jobs)
in positions 3, 5, 6, 8 and 10 of parent 1. Then
the remaining position in the child will be
filled up by taking the gene from parent 2. In
the second diagram, a child is generated by
duplicating the genes (jobs) in positions 3, 5,
6, 8 and 10 of parent 2. Then the remaining
position in the child will be filled up by taking
the gene from parent 1. In this research, the
jobs in the fixed position of parent 1 will be
kept unchanged in the offspring and the
unfixed job positions in the offspring will be
taken from parent 2.
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Figure 1: Illustration of position based
Crossover
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On the other hand, for the order based
mutation, two job postions are randomly
selected from a parent. The jobs in the selected
positions are swapped to form a new child.
Fig. 2 provides an example of how the
mutation works. A child is reproduced by
exchanging the genes (jobs) on the selected
positions. In this case, position 3 and 6 are
selected and the gene are exchanged to create a
new chromosome or child. The job positions
are randomly selected at every iteration. For
example in Fig. 2, job positions may be
randomly selected at position 3 and position 6
at this iteration but the positions will be
randomly selected again at next iteration.

Parent1 J1 2 FIBY )4 )5 Bl 17 U8 19 )10

)

Chil 1 B2 |6 4 B0 B K1

Figure 2: lllustration of order based

mutation

Replacement

The two new born children created by
crossover and mutation will be updated into
the population pool. The fitness of these
chromosomes will be compared to those
chromosomes in the population. Chromosomes
with better fitness will replace the less fit
chromosomes. Chromosomes with better
fitness will survive and reproduce and the less
fit chromosomes will die. Fig. 3 illustrates
how the replacement processis done.

Update the two new born child into
the population. Ifalready reach
maxirmun population size then
raidorth stettty, compare the fitness with the
charomosame Inside population.
Least fit chramosare will die and

parent to perform
arossover and mutaion. -
Bom 2 new the strang chromasome will stay

child and reproduce.

Figure 3: Replacement process
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Stopping Criteria

The genetic algorithm in this research
applies afixed value of number of iterations as
stopping criteria. The genetic algorithm stops
after the maximum number of iteration is
reached.
The flow chart of the developed genetic
algorithm isshown in Fig. 4.
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Figure 4. Flow chart of developed genetic
algorithm

4. TESTING AND VALIDATION

Table | gives the details on how the
simulation of data is performed to test the
performance of the developed heuristics. Jobs
are randomly generated by a set of job
parameters which is extracted from the
literature [2], [19] and [20].

Job Value

Parameters

Processing | Uniform between [1,100]
Time

Weight Uniform between [1,10]

Due Date Uniform between [P*(1-TF-

RDD/2), P*(1-TF+RDD/2)]

If P*(1-TF-RDD/2)<=0 then
[1, P*(1-TF+RDD/2)]

Table 1. Experiment Job Parameters
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P is the tota processing time of all jobs
whereas TF and RDD is the tightness factor
and the range of due date respectively. A high
value of RDD shows that the range of due
datesisvery wide. A low value of RDD shows
that the range of due dates is very narrow. On
the other hand, a high value of TF shows that
the due dates are tight and a low vaue of TF
shows that the due dates are loose. In this
paper, 25, 50 and 100 job size problems are
conducted. Each job size has 25 combinations
of RDD and TF vaues. 5 instances were
generated for each combination of RDD and
TF. Thus, there are total of 375 problem
instances need to be generated and solved.
Some preliminary experiments were conducted
to ensure a suitable value for the genetic
algorithms parameters such as the population
size and iterations. Table Il provides the
genetic algorithm parameters used for different
job sizes.

Setting
RDD and TF | Population | Iteratio
value Size ns
25 {0.2, 0.4, 10 2000
jobs | 0.6, 0.8, 1.0}
50 {0.2, 0.4, 10 10000
jobs | 0.6, 0.8, 1.0}
100 | {0.2,04, 10 10000
jobs | 0.6, 0.8, 1.0}

Table 2: Experiment settings

In this paper, Microsoft Excel spreadsheets
VBA is used as a platform to develop both
genetic algorithm and dispatching
heuristic. The genetic agorithm was tested and
validated by comparing its solution quality
with respect to the dispatching heuristics.

5. RESULTSAND DISCUSSIONS
Experiments are carried out according
to the data generation and parameters setting
as discussed earlier. For every combination of
RDD and TF, 5 problem instances were
generated. All the dispatching heuristics and
the genetic algorithm were tested on each of
the 5 problem instances. An average value of
the total weighted tardiness were calculated
and recorded in Tables 111, IV and V for all the
developed methods. Columns 1 and 2 provide
the combination of RDD and TF values.
Columns 3-6 provide the average tota
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weighted tardiness for EDD, SPT, LPT and
genetic agorithm (GA) for 5 problem
instances. The best vaue among the
dispatching heuristics will be chosen as the
initial solution for the genetic algorithm for
every case. The last column provides the
average time take by genetic algorithm to
solve each of the 5 problem instances. Thereis
no time reported in these tables for the
dispatching heuristics since they solve all the
problemsin less than 2 seconds.

Dispatzhinz Rulz: Genetic Gl 3

b S g ST i1 Aot | TREW
02 1347 2428 11141 482 13
24 9792 73 19344 3292 23
02 )6 25837 20361 46885 10434 22
ik 26431 3ab2 16570 25187 i
10 0624 43841 103798 37431 12
2 281 3982 13236 213 i3
04 5167 12352 19356 1339 23
04 )6 n 26841 16827 12312 12
04 48601 34053 16858 23579 3
10 S1004 39361 18526 23634 i3
)2 - - - - -
04 2048 10039 31852 308 13
06 26 6054 2142 62533 9801 23
08 36339 32537 78073 15871 13
10 4130 44394 20530 23687 i3
02 - - - - -
24 1736 10302 19380 368 i3
08 )& 21705 23971 2775 8231 23
0.8 33735 29778 47272 13438 i3
10 48355 34481 77836 21780 23
02 - - - - -
04 - - - . -
L0 )6 10626 13440 494873 1283 13
08 31038 28201 73115 13017 23
10 41054 29572 74350 18423 23

Table 3: Average value of total weighted
tardinessfor 25jobs

Dispatching Rules Genete s
ROD TF =00 T Algoritiz Tims (3
0.2 332 437494 134 {8
0.4 31488 135073 1301% i
0.2 0.6 107015 220323 33878 733
0.8 229480 348550 54749 n
10 730 416101 17743 785
0.2 L70 51005 L 758
0.1 25378 121711 7620 765
0.4 0.6 36354 216334 25149 757
0.8 237143 332812 8420 767
1.0 28211 414004 130145 %6
0.2 - - - - -
0.4 12262 d037: 130670 3447 736
0.6 0.6 s qL004 176004 15137 47
0.8 132773 54183 290571 54231 758
1.0 232320 170955 i6141a 121932 787
0.2 - - - - -
0.4 4L 50827 112071 2424 776
0.8 0.6 4113 38002 228807 233534 770
0.8 113872 §§5232 252444 43430 759
1.0 157444 140441 324004 5y il
0.2 - - - - -
0.4 - - - - -
10 0.6 Jlais 53443 216357 15272 758
0.8 104340 99935 239425 34188 751
1.0 188422 123803 203537 68424 754

Table 4. Average value of total weighted
tardinessfor 50 jobs
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B Dispatching Rules Genzic e
0|’ DD 3T LT Abwitm | 0
02 18794 28109 178239 4881 6144
04 163768 135363 447890 54041 6171
3] 0.5 443682 314721 848313 141275 6040
03 383287 537135 1360216 374015 6055
1) 1237412 §:92:2 1764050 650053 6125
0.2 251 44135 15353) 35 6136
04 104702 131286 448665 23125 6056
24 0.5 350871 322381 853279 130173 6116
03 T3E848 515165 1288516 315322 6027
10 1098777 705538 1583378 525424 6045
0.2 - - - - -
04 43834 165539 493079 11543 686
VI 0.5 345168 367642 870633 113384 6100
03 569957 511310 1218327 270245 6131
1.0 343304 573414 1375541 407011 61135
(0.2 - - - - -
04 10954 199540 347947 4339 6143
28 0.5 264808 378719 914872 TIHIE 6018
03 511113 477830 1133138 228601 6082
1.0 827167 571106 1292603 347054 6123
02 - - - - .
04 - - - - .
10 0.5 §37%4 207270 §43183 25381 6039
0.3 363951 317697 93043 100770 5537
1.0 T15108 507739 123091 205852 6084

Table 5: Average value of total weighted
tardinessfor 100 jobs

The boxes filled with “-*means that when EDD
is applied to the problem, the total weighted
tardiness of these problems are aready zero.
There will be no improvement after genetic
algorithm is applied, as the value of the total
weighted tardiness will still be zero. The
reason is some combinations of RDD and TF
produce easy problems with “loose” due dates.
As there is no optimal solution available for
these problems, the quality of the fina
solutions of the GA is then compared to other
developed dispatching heuristics solutions.
This is done by calculating the percentage
relative improvement, PRI (%) where the
formula is extracted from [21]. The
performance of developed genetic algorithm
can be evaluated by using the formula:

IWIDR_IWIG

PRI (%) = A %100

DR

TWT,, and TwT, are the average value of the

total weighted tardiness of the dispatching
heuristics and genetic algorithm respectively.
Table VI provides al the values of the PRI
(%) where the final solution of the genetic
algorithm is compared to EDD and SPT rules.
From tables 111-V, it was shown that the best
dispatching rules are always EDD and SPT.
Total weighted tardiness of LPT are too big
compared to the EDD and SPT. So the PRI
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(%) calculated on Table VI only focuses on
EDD and SPT since the LPT is not worthy to
be compared to genetic agorithm solution
quality. The first two columns in Table VI
provide the combination of RDD and TF. The
third and fourth columns provide the PRI(%)
of genetic algorithm compared to EDD and
SPT respectively for the case of 25 jobs. The
fifth and sixth columns provide the PRI(%) of
genetic algorithm compared to EDD and SPT
respectively for the case of 50 jobs. The last
two columns provide the PRI(%) of genetic
algorithm compared to EDD and SPT
respectively for the case of 100 jobs.

For example, the value of EDD-GA for the
combination of RDD=0.2 and TF=0.2 which
can be seen in column 3 is calculated as:

PRI (%) = 2347485, 100~ 79.33%
347
Petcentage Relative Improvement(%s)
23 jobs 50 jobs 100 jobs
EDD | TF | EDD- | SPI- | EDD- | SPI- EDD- | SPT-
GA GA GA | GA GA GA

0.2 02 ] 7933 | 8000 | 7133 | 8047 7402 | 8263
04 | 6638 | 6020 | 7083 | 3794 66.79 | 63.43
06 | 3933 | 4863 | 6647 | 303) 6225 | 4679
08 | 3364 | 2804 | 3600 | 2042 3760 | 3036
10 | 5730 | 1830 | 4278 | 218 44723 19.60
04 02 ] 2446 | 9465 | 3164 | 99408 6390 | 9979
04| 6207 | 8106 | 6997 | 7870 7600 | 80.86
06 | 393) | 3411 | 6445 | 6129 66.60 | 36.62
08 | 3148 | 3076 | 6335 | 39402 38535 | 3891
10 | 4183 | 2466 | 3033 | 2348 3018 | 2563
0.6 02 - - - - - -

04 | 6567 | 9094 | TL72 | 9143 7325 | 9318
06 | 6138 | 3600 | 7166 | 763] 643 | 60.13
08 | 3330 | 4830 | 3004 | 44 6139 | 4114
10 | 4705 | 3538 | 4731 | 2847 3686 | 2005
038 02 - - - - - -
04| 6/6) | 9448 | 6730 | 9323 6038 | 9182
06 | 61038 | 6338 | 6348 | T3¢d 7019 | 7016
03 | 6013 | 3480 | 6010 | 33.88 6239 | 3215
10 | 3606 | 3680 | 3432 | 3608 3805 | 3922
1.0 0.2 - - - - - -

04 - - - - - -
06 | 69.10 | 8219 | 7043 | 8363 69.71 90.84
08 | 3806 | 5384 | 6/22 | 63.7] 7146 | 6828
10 | 5513 | 3791 | 6090 | 4639 6285 | 4144

Table 6: PRI(%) of average total weighted
tardiness of GA

As can be observed in Table VI, for the cases
of 25 jobs, the range of improvement of
genetic algorithm compared to EDD and SPT
fals in between 24.46%-79.33% and 18.30%-
94.65% respectively. As for the cases of 50
jobs, the range of improvement of the genetic
algorithm compared to EDD and SPT fadls in
between 37.64%-72.66% and 22.18%-99.08%
respectively. For the cases of 100 jobs, the
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range of improvement of genetic algorithm
compared to EDD and SPT falls in between
44.23%-76.00% and 19.69%-99.79%
respectively. The genetic algorithm shows a
wider range of improvement to SPT solution
when the TF values are small. This aso shows
that the EDD provides better solution when the
TF values are small for afixed value of RDD.
On the other hand, when TF value increases
for a fixed value of RDD, the SPT tends to
provide a better solution. Based on the overall
results, the developed genetic agorithm
provides good solutions to this scheduling
problems. Although the EDD and SPT provide
quick solutions to the scheduling problem, the
genetic algorithm provides huge improvement
to total weighted tardiness value which shows
good solution quality. Having said that, the
EDD and SPT are aso good dispatching
heuristics where reasonable solutions are
provided in different cases or complexities.
EDD adways give better results of tota
weighted tardiness when the TF values are
low, while SPT always give better results of
total weighted tardiness when TF values are
high. Despite the fact that the developed
genetic algorithm gives good results of tota
weighted tardiness but it takes a longer
computational time which is as a trade-off to
its solution quality. All experiments are run on
a PC Xeon E3 CPU with 3.4GHz and 8GB
RAM in window 7 operating system.

CONCLUSION

In this paper, a single machine
scheduling problem has been addressed. Single
machine problems have been widely studied in
operation research field due to its practical
application of solving bottleneck problemsin a
more complex setting of machines in the
industry. By developing genetic agorithm for
this problem, the authors aim to find a good
schedule that minimizes the total weighted
tardiness of jobs for a single machine problem.
From the extensive computational
experiments, it was shown that the genetic
algorithm has outperformed the performance
of EDD, SPT and the LPT in avery reasonable
time. This shows that the genetic algorithm is
a good metaheuristic to solve scheduling
problem for the single machine total weighted
tardiness problem.
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